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This book provides a detailed treatment of the theory of analytical and experimental modal analysis with applications. It is intended for several uses. The materials can be selectively used for undergraduate and postgraduate courses. The book can be a reference text for practising engineers whose work involves modal analysis, and for researchers in other engineering and science disciplines who use modal analysis as a tool in their research.

Though appearing to be specialized, modal analysis has been used in the last two to three decades in many engineering disciplines and technology fields to solve increasingly demanding structural dynamic problems. The path of modal analysis being incorporated into university teaching is paralleled with that taken by finite element analysis. Currently, the published literature in modal analysis is sparse without taking on board conference and journal papers. This is not conducive to users of this technology.

Chapter 1 of this book begins with a brief introduction to the current status of modal analysis in engineering fields and the practical background which gave rise to modal analysis as an effective and an advancing technology. This is followed by a concise clarification of modal analysis and modal testing, and the theoretical framework for modal analysis. It is succeeded by an outline of applications of modal analysis in dealing with different types of engineering problems and practical challenges. This chapter closes on a summary note on the historical development of modal analysis.

Chapter 2 reviews the mathematics tools used in the theory of modal analysis. In matrix theory, these include matrix inversion, linear simultaneous equations, eigenvalue problems, different decomposition of a real symmetrical matrix, matrix perturbation and the derivative of matrices. In addition, this chapter introduces poles and zeros of a polynomial function, Fourier series and transform, and the variable separation method for partial differential equations. These mathematics tools will be used in the following chapters of the book.

Chapter 3 reviews the basic vibration theory which forms the basis of modal analysis theory. This chapter is an epitome of a textbook for mechanical vibrations or dynamics of machines. It intends to review relevant materials rather than to offer a comprehensive coverage of vibration theory. This is to facilitate a more thorough and smooth excursion in modal analysis theory.

Chapters 4, 5 and 6 constitute the theoretical basis of modal analysis. In Chapter 4, modal analysis theory for an SDoF system is presented. It begins with the frequency response function (FRF) of an SDoF system, its concept and its different forms and various formats on which the FRF can be studied. This is followed by an in-depth
disclosure of inherent properties of the FRF which will define modal analysis methods introduced in later chapters.

The FRF of an SDoF system is mathematically simple and its physical interpretation unambiguous. However, when extended to an MDoF system, both the concept and definition of an FRF require more stringent deliberation. Chapter 5 deals with the modal analysis theory of an MDoF system without damping. It begins with the concept of normal modes of an MDoF system and its orthogonality properties. This is followed by the definition and description of the dynamic stiffness matrix and frequency response function matrix of an MDoF system. The physical interpretation of the FRFs is conferred and the different graphical presentation of FRFs is given. Next, the chapter establishes the relationship between the modal model of an MDoF system and its FRFs. This relationship forms the kernel of theoretical modal analysis and the foundation for developing experimental modal analysis methods. The asymptote properties of an SDoF FRF are extended in this chapter for the FRFs of an MDoF system. The chapter then continues to explore the orthogonality properties of an MDoF system from more contemporary viewpoints. The harmonic response analysis prepares the reader for a more advanced forced response of an MDoF system. The last section of the chapter provides a sound understanding of the anti-resonance and minimum properties of an FRF. This will lead to the latest progress of modal analysis on structural modification and optimization in later chapters.

Chapter 6 is devoted to the modal analysis theory of an MDoF damped system. This is a natural extension of Chapter 5. In this approach, it is appropriate to begin with a proportional damping model which offers a special advantage of easy analysis. This is succeeded by an expansion of the theory of undamped FRFs into those for a damped MDoF system. Due to the existence of damping, the FRFs can be studied in the complex domain, allowing the study of their real and imaginary forms, Nyquist form and more. The force response of an MDoF damped system is analysed. The chapter ends on a note on complex vibration modes.

Chapter 7, on the measurement of frequency response function data, provides a brief coverage of all aspects involved in conducting a successful frequency response function measurement. This includes preparation of the tested structure, general measurement set-up, selection of excitation forces and locations, selection of measurement locations, calibration of measurement set-up and acquisition of FRF data. This chapter closes at the assessment of FRF data during measurement and before the analysis of these data is to proceed. This is an important step to ensure accurate and sufficient FRF data, and a successful outcome of the analysis. The assessment includes the linearity, reciprocity and time-invariance check of the measured data, and the use of some characteristics of an FRF.

Chapter 8 presents different modal analysis methods using measured FRF data. It begins with the identification of resonances from measured data. This is followed by the description of various modal analysis methods based on the SDoF assumption of MDoF assumption. This includes some latest modal analysis methods found in the literature and adopted by commercial modal analysis software. This full chapter coverage will provide a solid foundation for readers to conduct modal analysis on measured FRF data. Some of the figures are the outputs of a modal analysis software called ICATS.

In addition to the methods based on FRF data, Chapter 9 provides a basic introduction
to modal analysis using free vibration or impulse responses of a structure – the time
domain modal analysis.

Chapter 10 deals with multi-input multi-output (MIMO) modal analysis. The
estimation of accurate FRF data in the MIMO circumstance is discussed. A number
of frequency and time domain modal analysis methods for the MIMO test are introduced.

The volume of this book precludes the coverage of all the main applications
of modal analysis. However, it would be useful to the reader to include some recent
applications. Chapters 11, 12 and 13 serve this purpose. Chapter 11 discusses structural
modification and its application to optimize the dynamic characteristics of a structure.
This composes structural modification by changing the mass and stiffness properties
and by changing physical properties such as cross-sectional changes of beam elements
of a structure. This chapter embodies some late developments in structural modification
and optimization.

Chapter 12 introduces neural network, its applications in identifying dynamic
characteristics of a system and in modal analysis. The use of the artificial neural
network is taking a rapid pace in many engineering disciplines, including structural
dynamics. This chapter can only serve as a brief introduction to this technique.

Chapter 13 presents a number of practical applications of modal analysis. Many
more can be found in the literature such as from the proceedings of the annual
International Modal Analysis Conference. Materials presented here are selective for
teaching and reference.

Modal analysis draws strength from many sister disciplines in engineering. A
book on modal analysis undoubtedly covers materials explored by numerous researchers
and practical engineers. In this sense, the literature list at the end of each chapter can
only be indicative. It is impossible for the authors to acknowledge all the individual
contributions without which this book could not exist. We hope that this book will
serve as a gateway for the reader to appreciate these contributions and to discover
many more relevant readings in the modal analysis literature.

Jimin He and Zhi-Fang Fu
Overview of modal analysis

1.1 Introduction

In the past two decades, modal analysis has become a major technology in the quest for determining, improving and optimizing dynamic characteristics of engineering structures. Not only has it been recognized in mechanical and aeronautical engineering, but modal analysis has also discovered profound applications for civil and building structures, biomechanical problems, space structures, acoustical instruments, transportation and nuclear plants. To appreciate its significance in the modern engineering arena and its potential for future science and technology, it is appropriate to capture some of the background facts which will help to underline this unique technology.

Contemporary design of complex mechanical, aeronautical or civil structures requires them to become increasingly lighter, more flexible and yet strong. For instance, resources have been devoted by car manufacturers to achieve microscopic reductions of product body weight. Aerospace structures such as satellite antennas do deserve weight reduction of every possible gram in order to minimize their inertial property during operation in space. These stringent demands on contemporary structures often made them more susceptible to unwanted vibrations.

Another relevant fact in modern life is the increasing demands of safety and reliability upon contemporary structures either defined by government regulations or accrued by consumers. These demands have created new challenges to the scientific understanding of engineering structures. Where the vibration of a structure is of concern, the challenge lies on better understanding its dynamic properties using analytical, numerical or experimental means, or a combination of them.

As the significance of dynamic behaviour of engineering structures is better appreciated, it becomes important to design them with proper consideration of dynamics. Finite element analysis as a computer modelling approach has provided engineers with a versatile design tool, especially when dynamic properties need to be perused. This numerical analysis requires rigorous theoretical guidance to ascertain meaningful outcomes in relation to structural dynamics. An important part of dynamic finite element analysis is modal analysis.

Computer modelling alone cannot determine completely the dynamic behaviour of structures, because certain structural properties such as damping and nonlinearity
do not conform with traditional modelling treatment. There are also boundary condition uncertainties which modelling needs additional help to work. Substantial advances in experimental techniques have complemented modelling with the experimental determination of structural properties. A milestone of this endeavour is the advent of digital Fourier transform analysers. The experimental techniques are nurtured by the theory of modal analysis and in turn provide new impetus to it.

1.2 What is modal analysis?

Modal analysis is the process of determining the inherent dynamic characteristics of a system in forms of natural frequencies, damping factors and mode shapes, and using them to formulate a mathematical model for its dynamic behaviour. The formulated mathematical model is referred to as the modal model of the system and the information for the characteristics are known as its modal data.

The dynamics of a structure are physically decomposed by frequency and position. This is clearly evidenced by the analytical solution of partial differential equations of continuous systems such as beams and strings. Modal analysis is based upon the fact that the vibration response of a linear time-invariant dynamic system can be expressed as the linear combination of a set of simple harmonic motions called the natural modes of vibration. This concept is akin to the use of a Fourier combination of sine and cosine waves to represent a complicated waveform. The natural modes of vibration are inherent to a dynamic system and are determined completely by its physical properties (mass, stiffness, damping) and their spatial distributions. Each mode is described in terms of its modal parameters: natural frequency, the modal damping factor and characteristic displacement pattern, namely mode shape. The mode shape may be real or complex. Each corresponds to a natural frequency. The degree of participation of each natural mode in the overall vibration is determined both by properties of the excitation source(s) and by the mode shapes of the system.

Modal analysis embraces both theoretical and experimental techniques. The theoretical modal analysis anchors on a physical model of a dynamic system comprising its mass, stiffness and damping properties. These properties may be given in forms of partial differential equations. An example is the wave equation of a uniform vibratory string established from its mass distribution and elasticity properties. The solution of the equation provides the natural frequencies and mode shapes of the string and its forced vibration responses. However, a more realistic physical model will usually comprise the mass, stiffness and damping properties in terms of their spatial distributions, namely the mass, stiffness and damping matrices. These matrices are incorporated into a set of normal differential equations of motion. The superposition principle of a linear dynamic system enables us to transform these equations into a typical eigenvalue problem. Its solution provides the modal data of the system. Modern finite element analysis empowers the discretization of almost any linear dynamic structure and hence has greatly enhanced the capacity and scope of theoretical modal analysis. On the other hand, the rapid development over the last two decades of data acquisition and processing capabilities has given rise to major advances in the experimental realm of the analysis, which has become known as modal testing.
1.3 What is modal testing?

Modal testing is an experimental technique used to derive the modal model of a linear time-invariant vibratory system. The theoretical basis of the technique is secured upon establishing the relationship between the vibration response at one location and excitation at the same or another location as a function of excitation frequency. This relationship, which is often a complex mathematical function, is known as frequency response function, or FRF in short. Combinations of excitation and response at different locations lead to a complete set of frequency response functions (FRFs) which can be collectively represented by an FRF matrix of the system. This matrix is usually symmetric, reflecting the structural reciprocity of the system.

The practice of modal testing involves measuring the FRFs or impulse responses of a structure. The FRF measurement can simply be done by asserting a measured excitation at one location of the structure in the absence of other excitations and measure vibration responses at one or more location(s). Modern excitation technique and recent developments of modal analysis theory permit more complicated excitation mechanisms. The excitation can be of a selected frequency band, stepped sinusoid, transient, random or white noise. It is usually measured by a force transducer at the driving point while the response is measured by accelerometers or other probes. Both the excitation and response signals are fed into an analyser which is an instrument responsible for computing the FRF data.

A practical consideration of modal testing is how much FRF data need to be acquired in order to adequately derive the modal model of the tested object. When doing a simple hammer test, a fixed response location is used while alternately moving force excitation points. The measured FRF data constitute a row of the FRF matrix (explained in Chapter 7). These data would theoretically suffice for deriving the modal model. For a simple shaker test, a fixed force input location is used while alternately moving response collection points or simultaneous acquiring responses from points. The measured FRF data constitute a column of the FRF matrix. Again, the data should suffice theoretically. With sufficient data, numerical analysis will derive modal parameters by ways of curve fitting. This process is known as experimental modal analysis. The derived parameters will form the modal model for the test structure. Parameters can be extracted either from individual FRF curves or from a set of FRF curves.

In summary, experimental modal analysis involves three constituent phases: test preparation, frequency response measurements and modal parameter identification. Test preparation involves selection of a structure’s support, type of excitation force(s), location(s) of excitation, hardware to measure force(s) and responses; determination of a structural geometry model which consists of points of response to be measured; and identification of mechanisms which could lead to inaccurate measurement. During the test, a set of FRF data is measured and stored which is then analysed to identify modal parameters of the tested structure.

1.4 Applications of modal analysis

Both theoretical and experimental modal analysis ultimately arrive at the modal model of a dynamic system. Compared with the FRF or the vibration response, the
modal model explicitly portrays the dynamic characteristics of a system. Therefore, applications of modal analysis are closely related to utilizing the derived modal model in design, problem solving and analysis. Before embarking on the discussion of applications, it is important to refresh the two different paths from which a modal model is derived. Theoretical modal analysis relies on the description of physical properties of a system to derive the modal model. Such a description usually contains the mass, stiffness and damping matrices of the system. Thus, it is a path from spatial data to modal model. Experimental modal analysis obtains the modal model from measured FRF data or measured free vibration response data. Thus, it is a path from response data to modal model. Once the modal model is derived, a number of applications can be instigated. Some applications of modal analysis involve direct use of modal data from measurement while others use these data for further analysis. In the following, some of the applications of modal analysis are reviewed. Detailed theoretical analysis of these applications and more will be found later in the book or in the literature.

1.4.1 Troubleshooting

Troubleshooting using experimental modal analysis is to gain an insight into a dynamic structure which is problematic. This is a most popular application of experimental modal analysis since its emergence. It also often heralds further applications of modal analysis. Troubleshooting relies on experimentally derived natural frequencies, damping factors and mode shapes of the structure. These data provide a fundamental understanding of the structural characteristics and often reveal the root of dynamic problems encountered in real life.

1.4.2 Correlation of finite element model and experimental results

Many applications of structural dynamics rely their success entirely upon having an accurate mathematical model for a dynamic structure. Such a model can be derived from the finite element modelling. The resultant FE model, which is in the form of mass and stiffness matrices, can be essential for further applications such as sensitivity analysis and prediction due to proposed structural changes. However, owing to the complexity and uncertainty of the structure, it is unrealistic to expect such an FE model to be faithfully representative. An essential approach is to take a measurement of the structure, derive its modal model and use it to correlate with the existing FE model in order to update it. The philosophy behind this model correlation is that the modal model derived from measurement, though incomplete due to lack of sufficient numbers of vibration modes and measured locations, truly represents the structure’s dynamic behaviour. Thus, it can be used to ‘correct’ the FE model, should any discrepancies occur between them. This philosophy may be challenged by some FE analysts but experience has justified its merits in most cases.
1.4.3 Structural modification

Structural modification makes changes on mass, stiffness or damping of a dynamic system. These physical changes will certainly alter the dynamic behaviour of the system. Using the modal model of the system, simulation and prediction of ‘what if’ can be conducted. The effect of hypothetical physical changes on the dynamic behaviour can be derived without another complete analysis or the actual structural changes. For instance, if a lumped mass is to be added to a part of the system, then the existing modal model and the mass together should predict a new modal model ‘after’ the structural modification. This is particularly useful in an early design stage to optimize dynamic characteristics of a new design, or to improve a structure’s dynamic behaviour after its modal model is derived from measurement. However, this approach of structural modification often forbids large-scale structural changes.

1.4.4 Sensitivity analysis

A modal model of a dynamic system can be used to forecast the sensitivity of its modal parameters due to system physical parameter changes. This sensitivity analysis is intrinsically related to structural modification. However, the emphasis here is to identify which physical change is most effective to a proposed modal parameter change such as shifting a natural frequency. In contrast, that of structural modification is to study variations of modal parameters due to a selected physical change. This analysis is specifically useful in the redesigning of a dynamic structure when a target on dynamic characteristics is set and a most efficient way to accomplish it is sought.

1.4.5 Reduction of mathematical models

In FE modelling of a dynamic structure, the number of coordinates used determines the size of the FE model. Although employment of more coordinates does not necessarily translate into greater accuracy of the modelling results, it is often conducive. However, when only the dynamic behaviour of the modelled structure at low frequency range is of interest, a much reduced mathematical model will be preferred. Such a reduced model can be derived either from a modal model of the structure, or from the original FE model using various modelling reduction algorithms. In both cases, modal model is essential in the process or in the appraisal of the final outcome.

1.4.6 Forced response prediction

Another application of modal analysis is the prediction of vibration responses to a given force. With an established modal model, vibration responses due to a clearly defined force input can be computed. For instance, upon knowing the modal model of a vehicle, the measurement of test track vibrations can be used to predict the vehicle’s response on the track before it is driven. Using the superposition principle,
response due to several forces can also be predicted. The difficulty associated with this application often lies in accurately estimating or measuring the forces.

1.4.7 Force identification

In practice, forces which induce vibration of a system are not always measurable. However, it is possible to identify them using the response measurement and a modal model of the system. Identification of forces which induce severe vibration has paramount significance in some applications. For instance, a loosened bearing inside a turbine engine may breed an excitation force which instigates excessive vibration. This excitation force is also a potential source of causing catastrophic structural failure.

1.4.8 Response prediction

Once the modal model of a structure is adequately determined, it becomes possible to predict structural response for any coalition of input forces. This will provide a scientific basis for studying structural integrity with a known dynamic environment. When the structural vibration responses are in the form of dynamic strain, response prediction could be incisive in forecasting the fatigue life of the structure. An experimentally derived modal model usually provides damping factors of a structure which are crucial in accurate response prediction.

1.4.9 Substructure coupling

It is often required to predict the dynamic behaviour of a whole structure from the knowledge of the behaviour of its components. This process is known as substructure coupling. There are several practical reasons why the behaviour of the whole structure are measured or modelled directly. One is to break a complex dynamic problem into manageable parts. Many algorithms of substructure coupling are based on the modal parameters from components. Substructure coupling can also be effectively used in finite element analysis when the model of a structure is too complex for the computer capacities.

1.4.10 Structural damage detection

Detection of invisible structural damage has always been given due priority in industry. This is particularly evident in the aviation and aerospace industries. Recently, detection of structural damage has been applied to civil structures such as bridges. The theoretical basis of using modal analysis for damage detection lies in the fact that dynamic responses of a structure vary because of its inherent damage. This gives rise to the possibility of identifying the damage from the variation of structural responses before and after damage occurs. In particular, the damage detection formulates the relationship
between the damage and modal parameter changes of a structure. A common practice is to obtain the ‘fingerprint’ or ‘baseline’ of modal parameters when a structure is in perfect dynamics health. Later, when the changes of these parameters occur, it is possible to investigate the structural damage which brings about the changes.

### 1.4.11 Active vibration control

A traditional control problem depends on a reliable plant model to derive control laws from observers. For active vibration control of a structure as a plant, it is imperative that an accurate mathematical model exists which delineates its dynamic characteristics. Experimental modal analysis is an ideal tool to serve this purpose. A good example is the active vibration control of a tall building under wind loading. With an accurate modal model of the building and proper filtering techniques, it is possible to devise actuators and sensors and form a feedback control loop so that selected vibration modes will be brought under control.

### 1.5 Practical applications of modal analysis

In the last two decades, there have been numerous applications of modal analysis reported in literature covering wide areas of engineering, science and technology. The application scope of modal analysis is expected to undergo significant expansion in the coming years. Practical applications of modal analysis are largely related to the advances in experimental technology. It is impossible to introduce all these applications; however, a narration of these practical applications embracing a number of typical areas will help to illuminate the understanding of modal analysis and its potential.

The majority of practical application cases reported in the literature have been those from aeronautical engineering, automotive engineering and mechanical engineering in particular. This is not to discredit the fact that the application of modal analysis is becoming more strongly interdisciplinary.

In automotive engineering, the enormous commercial and safety aspects associated with redesigning a vehicle oblige the best possible understanding of dynamic properties of vehicular structures and the repercussion of any design changes. Keen interest has been placed on combining both experimental modal analysis and finite element analysis in studying automotive components. Modern vehicle structures must be light in weight and high in strength. A combination of both analytical and experimental modal analysis enables improved design of automotive components and enhancement of dynamic properties of a vehicle. Experimental modal analysis as a troubleshooting tool also plays a crucial role in the study of vehicle noise and vibration harshness (NVH). A simple modal analysis of a body-in-white or a subframe structure is a typical application. However, more sophisticated applications have been achieved such as those involved in modal sensitivities of vehicle floor panels, structural optimization for vehicle comfort, vehicle fatigue life estimation, vehicle suspension with active vibration control mechanism and condition monitoring and diagnostic system for the vehicle engine. Another prominent application area for modal analysis is in the study of vehicle noise. Modal analysis is used as a tool to understand
structure-borne noise from vehicle components or airborne sound transmission into vehicle cabins through door-like structures and the path noise takes to transmit in vehicles. A more advanced application of modal analysis involves interior noise reduction through structural optimization or redesign. As a whole, modal analysis has been an effective technique for automotive engineering, in its quest to improve a vehicle’s NVH.

The rapid development in the aeronautical and astronautical industries has challenged many disciplines of engineering with diverse technological difficulties. The structural dynamics of both aircraft and spacecraft structures have been a significant catalyst to the development of modal analysis. Aircraft and spacecraft structures impose stringent requirements on structural integrity and dynamic behaviour which are shadowed by rigorous endeavours to reduce weight. The large dimension of spacecraft structures also asserts new stimulus for structural analysts. Establishing an accurate mathematical model is always a task for aircraft and spacecraft structures. Experimental modal analysis has provided an indispensable means of verifying a mathematical model derived from computer modelling. Modal testing has been reportedly carried out on assorted structures ranging from a scaled down aircraft frame, a whole satellite to an unmanned air vehicle. This asserts special significance in terms of damping properties, nonlinearities and accurate force and response estimation – which computer modelling alone often finds powerless to deal with. In fact, the majority of early publications in the 1980s on updating finite element models using experimental data originated from aeronautical industries. Large amplitudes of force and response experienced by aircraft and spacecraft structures stretched the linearity assumption of modal theory to its very limit. The necessity to enter the twilight zone of nonlinear dynamic behaviour became real. The complexity and dimension of aircraft structures were also responsible for rapid theoretical development of substructural coupling and synthesis. In some multi-disciplinary topics such as fluid induced vibration and flutter analysis, modal analysis has also been found to be a useful tool. Light and large-scale on-orbit space structures impose a control problem for structural engineers. The research in this area has led to notable advances in recent years on blending modal analysis and active control of space structures.

Modal analysis has also found increasing acceptance in the civil engineers’ community where structural analysis has always been a critical area. The concern of dynamic behaviour of civil structures under seismic and wind loading warrants the application of modal analysis. Civil structures are usually much larger than those mechanical and aeronautical structures for which modal testing was originally developed. A large number of applications are concerned with the prediction of responses of a civil construction due to ambient vibration or external loadings. This response prediction endeavour relies on an accurate mathematical model which can be derived by modal analysis. Examples of such applications range from tall buildings, soil-structure interaction to a dam-foundation system. The real life force inputs involved in civil structures are earthquake waves, wind, ambient vibration, traffic load, etc. Recent years have seen an upsurge of modal testing on bridges to complement traditional visual bridge inspection and static testing. Modal testing has been used as an effective non-destructive testing technique to locate promptly the presence of critical defects. This can provide invaluable information for bridge maintenance and budgetary decision making. Such modal testing can be done using either traffic loading, a shaker or
impact input, depending on the span and size of the bridge. Bridge testing is strongly related to the research of structural damage detection using modal test data.

Modal analysis has been successfully used outside traditional engineering fields. A good example is acoustics and musical instruments. Acoustic modal analysis has been used to analyse the dynamic characteristics of speaker cabinets. This analysis provides crucial information in the design of new speakers with improved sound quality. Experimental modal analysis has been used to study a number of musical instruments such as violins and guitars. This experiment helps to decipher the mystery behind the generations’ craftsmanship of instrument makers and provide manufacturers of musical instruments with useful scientific data for improving product quality. Moreover, it assists in establishing an effective procedure of scientifically evaluating a musical instrument.

1.6 Historical development of modal analysis

The essential idea of modal analysis is to describe complex phenomena in structural dynamics with simple constituents, i.e. natural vibration modes. This idea is very much like atomism which attempts to find the most basic elements for varieties of different substances, or the concept is of Fourier series which represents a complicated waveform by a combination of simple sine and cosine waves. In this sense, the origin of modal analysis may be traced way back in history. However, there are two landmarks of such atomistic comprehension in the recent history of science which paved the way for the birth of modal analysis. Newton, from his observation of the spectrum of sunlight, confirmed its composition of colour components. Fourier, based on earlier mathematical wisdom, claimed that an arbitrary periodic function with finite interval can always be represented by a summation of simple harmonic functions. The Fourier series and spectrum analysis laid a solid foundation for the development of modal analysis.

Theoretical modal analysis can be closely identified with the wave equation which describes the dynamics of a vibrating string. From the solution, we can determine its natural frequencies, mode shapes and forced responses – constituents so accustomed by today’s modal analysts. This stage of modal analysis, developed during the nineteenth century, was largely dependent upon mathematics to solve partial differential equations which describe different continuous dynamic structures. The elegance of the solution is evident while the scope of solvable structures is limited.

The concept of discretization of an object and introduction of matrix analysis brought about a climax in theoretical modal analysis early in the last century. Theory was developed such that structural dynamic analysis of an arbitrary system can be carried out when knowing its mass and stiffness distribution in matrix forms. However, the theory could only be realized after computers became available. In that aspect, theoretical (or analytical) modal analysis is very much numerical modal analysis.

The foundation of experimental modal analysis, a name contrived long after the engineering practice it embodies, was laid early in the last century. The core of experimental modal analysis is system identification. As a result, it was nourished by the development in electrical engineering. The analogy of electric circuits and a mechanical system enabled the application of some circuit analysis theory into the
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study of mechanical systems. This gave forth system identification, mechanical impedance and sub-system analysis in structural dynamics.

The invention of the fast Fourier transform (FFT) algorithm by J.W. Cooley and J.W. Tukey in 1965 finally paved the way for rapid and prevalent application of experimental technique in structural dynamics. With FFT, frequency responses of a structure can be computed from the measurement of given inputs and resultant responses. The theory of modal analysis helps to establish the relationship between measured FRFs and the modal data of the tested specimen. Efforts were focused on deriving modal data from measured FRF data. The first, and perhaps the most significant, method of experimental modal analysis was proposed by C.C. Kennedy and C.D. Pancu in 1947 before FFT was conceived. Their method was largely forgotten until FFT gave life to experimental modal analysis. Since then, numerous methods have been proposed and many have been computerized, including those time domain methods which are based on free vibration of a structure rather than its frequency responses.

The experimental development also helped to advance the theory of modal analysis. Traditional analytical modal analysis based on the proportional damping model was expanded into the non-proportional damping model. The theory of complex vibration modes was developed. Modal analysis evolves more in parallel with control theory. Inverse structural dynamic problems such as force identification from measured responses were actively pursued. Nonlinear dynamic characteristics were studied experimentally.

Today, modal analysis has entered many fields of engineering and science. Applications range from automotive engineering, aeronautical and astronautical engineering to bioengineering, medicine and science. Numerical (finite element) and experimental modal analysis have become two pillars in structural dynamics.

Literature


Mathematics for modal analysis

Modal analysis relies on mathematics to establish theoretical models for a dynamic system and to analyse data in various forms. The mathematics involved is wide ranging, partly because modal analysis involves both time domain and frequency domain analysis. It deals with discretized dynamic systems and continuous structures. The analytical and numerical study carried out extends to curve fitting, matrix manipulation, statistical analysis, parameter identification and more. As a result, necessary mathematical preparation is essential. Instead of leaving the reader to obtain the knowledge every time when the needs arise, this chapter provides the mathematics to be used in this book.

Matrix theory plays a pivotal role in modal analysis. This is because modal analysis theory is largely based on the analysis of a multi-degree-of-freedom (MDoF) dynamic system which relies essentially on matrix theory. The main matrix analyses involved are the solution of linear equations, matrix inverse and eigenvalue problems. More specific topics such as matrix derivatives are also used in modal analysis and its applications.

The Fourier transform is fundamental to the signal processing in modal analysis. It is customary to believe that the Fast Fourier Transform is the landmark for the development of modal analysis technology. Without it, modal analysis would still remain as an academic and analytical venture.

During its course of evolution, modal analysis has been nourished by modern control theory. This is not surprising, as the subjects of control theory are systems while modal analysis deals with dynamic systems. The common theme of system identification enables modal analysis to adopt a number of useful techniques from modern control theory. Among them are state–space theory, Laplace transform, time series analysis and Hilbert transform.

Because the content in this chapter is meant to serve for the following chapters, many conclusions are presented without rigorous mathematical proof. Interested readers can find that from books or other publications.

2.1 Basic matrix concepts

Matrix theory is fundamental to the theory of modal analysis. In the following, some basic concepts of matrix theory are refreshed.
2.1.1 Trace of a matrix

The trace of a square matrix is a scalar function. For a matrix \([A]\) of order \(n \times n\), its trace is denoted as \(tr\ [A]\) and is given as:

\[
tr\ [A] = \sum_{i=1}^{n} a_{ii}
\]

(2.1)

The following relations for matrix trace can be verified easily.

\[
tr\ ([A] + [B]) = tr\ [A] + tr\ [B]
\]  (2.2)

\[
tr\ ([A][B]) = tr\ ([B][A])
\]  (2.3)

\[
tr\ ([A]^T) = tr\ [A]
\]  (2.4)

\[
tr\ (c[A]) = c(tr\ [A]) \ (c \text{ is a constant})
\]  (2.5)

2.1.2 Determinant of a matrix

The determinant of a square matrix \([A]\) of dimension \(n \times n\) is denoted as \(|[A]|\). It is easy to show that

\[
|[A][B]| = |[A]| |[B]|
\]  (2.6)

\[
|A| = |[A]^T|
\]  (2.7)

A minor \([M]_{ij}\) of the element \(a_{ij}\) in \([A]\) is a determinant of the matrix formed by deleting the \(i\)th row and \(j\)th column of \([A]\).

The cofactor \([C]_{ij}\) of the element \(a_{ij}\) in \([A]\) is defined by:

\[
[C]_{ij} = (-1)^{i+j}/[M]_{ij}
\]  (2.8)

For example

\[
[A] = \begin{bmatrix} 2 & 1 & 5 \\ 4 & 2 & 1 \\ 2 & 0 & 3 \end{bmatrix} \quad [A] = \begin{bmatrix} 2 & 1 & 5 \\ 4 & 2 & 1 \\ 2 & 0 & 3 \end{bmatrix}
\]

\[
[M]_{21} = \begin{bmatrix} 1 & 5 \\ 0 & 3 \end{bmatrix} \quad |[M]_{21}| = \begin{vmatrix} 1 & 5 \\ 0 & 3 \end{vmatrix} = 3
\]

\[
|C|_{21} = (-1)^{2+1}\begin{vmatrix} 1 & 5 \\ 0 & 3 \end{vmatrix} = -3
\]

The order of determinant can be reduced by one by expanding any row or column in terms of its cofactors. For \([A]\) shown above, select the second column, then:

\[
\begin{vmatrix} 2 & 1 & 5 \\ 4 & 2 & 1 \\ 2 & 0 & 3 \end{vmatrix} = 1(-1)^{1+2}\begin{vmatrix} 4 & 1 \\ 2 & 3 \end{vmatrix} + 2(-1)^{2+2}\begin{vmatrix} 2 & 5 \\ 2 & 3 \end{vmatrix} + 0(-1)^{3+2}\begin{vmatrix} 2 & 5 \\ 4 & 1 \end{vmatrix} = -18
\]
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Generally, for $[A]$ of dimension $n \times n$, select the $r$th column, then

$$[A] = \sum_{i=1}^{n} a_{ir} [C]_{ir} \quad (2.9)$$

A square matrix is said to have rank $r$ if at least one of its $r$-square minors is different from zero while every $(r + 1)$ square minor, if any, is zero.

2.1.3 Norm of a matrix

When we deal with a vector or a matrix, it is sometimes desirable to have a measure which quantifies their ‘magnitude’ in the similar way to the magnitudes of a real or complex scalar value. It is obvious that the ‘magnitude’ of a vector or a matrix is going to be very different from the magnitudes of any scalar quantities.

The technical name of the magnitude of a matrix $[A]$ is called the norm and is denoted as $\| [A] \|$. The estimation of the norm of a matrix can be resembled from the norm of a vector which is defined as a function that assigns to the vector a non-negative real number. Typically, the $p$-norm of a vector $\{ x \}$ of dimension $n \times 1$ is defined as:

$$\| \{ x \} \|_p = \left( \sum_{i=1}^{n} |x_i|^p \right)^{1/p} \quad (2.10)$$

It can be seen readily from this definition that the following norms can be derived:

$$\| \{ x \} \|_1 = \sum_{i=1}^{n} |x_i| \quad \text{Sum of magnitude} \quad (2.11)$$

$$\| \{ x \} \|_2 = \sqrt{\sum_{i=1}^{n} x_i^2} \quad \text{Euclidean norm} \quad (2.12)$$

$$\| \{ x \} \|_\infty = \max |x_i| \quad \text{Maximum magnitude norm} \quad (2.13)$$

The norm of $[A]$ can now be developed with the reference to vector norms.

$$\| [A] \|_1 = \max \sum_{1 \leq k < n} |a_{jk}| \quad \text{Maximum column sum} \quad (2.14)$$

$$\| [A] \|_r = \max \sum_{1 \leq i < n} |a_{ij}| \quad \text{Maximum row sum} \quad (2.15)$$

$$\| [A] \|_e = \sqrt{\sum_{i=1}^{n} \sum_{j=1}^{n} a_{ij}^2} \quad \text{Euclidean (also called Frobenius) norm} \quad (2.16)$$

As an example, consider the matrix:

$$[A] = \begin{bmatrix} 5 & -5 & -7 \\ -4 & 2 & -4 \\ -7 & -4 & 5 \end{bmatrix}$$
then we have
\[ \|[A]\|_c = 16, \|[A]\|_r = 17 \quad \text{and} \quad \|[A]\|_e = 15 \]

One application of matrix trace is to determine the Euclidean norm of a matrix. It is easy to verify the following:
\[ \|[A]\|_e = \sqrt{\text{tr}([A][A]^T)} \quad (2.17) \]

### 2.1.4 The rank of a matrix

A non-singular matrix is a square one whose determinant is not zero. The rank of a matrix \([A]\) is equal to the order of the largest non-singular submatrix of \([A]\). It follows that a non-singular square matrix of \(n \times n\) has a rank of \(n\). Thus, a non-singular matrix is also known as a full rank matrix. For a non-square \([A]\) of \(m \times n\), where \(m > n\), full rank means only \(n\) columns are independent.

There are many other ways to describe the rank of a matrix. In linear algebra, it is possible to show that all these are effectively the same. For example, the rank of a matrix can be said as the number of independent rows or columns the matrix has (whichever is smaller). Alternatively, the rank is the number of non-zero rows (columns) of the matrix after Gaussian elimination.

For an MDoF structural system, usually the mass matrix is a full rank matrix. The stiffness matrix is the same if the system is not allowed to have rigid body motion. A damping matrix that represents damping at a few isolated degrees of freedom (DoFs) will have a sparse matrix that is not of full rank (known as rank deficient). If the system does not have repeated eigenvalues, the mode shape matrix is a full rank matrix.

The rank of a matrix product does not exceed the rank of any individual matrix.

### 2.1.5 Similarity of matrices

Two real matrices \([A]\) and \([B]\) are similar if there exists a non-singular matrix \([P]\) such that
\[ [P]^{-1}[A][P] = [B] \quad (2.18) \]

It can be verified that similar matrices have the same eigenvalues.

### 2.2 Linear simultaneous equations

The solution of a set of linear simultaneous equations (hereafter called linear equations) is the core of linear algebra. Many essential topics in linear algebra stem from this solution. Examples include matrix inversion and some eigenvalue solution methods. The solution is also one of the most important numerical endeavours for modal analysis where many problems and applications can be formulated ultimately using linear equations.
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The problem we face is a set of linear equations:

\[
\begin{align*}
    a_{11}x_1 + a_{12}x_2 + \ldots + a_{1n}x_n &= b_1 \\
    a_{21}x_1 + a_{22}x_2 + \ldots + a_{2n}x_n &= b_2 \\
    \ldots \\
    a_{m1}x_1 + a_{m2}x_2 + \ldots + a_{mn}x_n &= b_m
\end{align*}
\]

(2.19)

Here, there are \( n \) unknown \( (x_1, x_2, \ldots, x_n) \); \( m \times n \) coefficients \( a_{ij} \) \((1, 2, \ldots, n, 1, 2, \ldots, m)\) and \( m \) constants \( (b_1, b_2, \ldots, b_m) \). The equations can be succinctly written in matrix form as:

\[
[A]_{m \times n} \{x\}_{n \times 1} = \{b\}_{m \times 1}
\]

(2.20)

where

\[
[A] = \begin{bmatrix}
    a_{11} & a_{12} & \cdots & a_{1n} \\
    a_{21} & a_{22} & \cdots & a_{2n} \\
    \vdots & \vdots & \ddots & \vdots \\
    a_{m1} & a_{m2} & \cdots & a_{mn}
\end{bmatrix}
\]

(2.21)

\[
\{x\} = \begin{bmatrix}
    x_1 \\
    x_2 \\
    \vdots \\
    x_n
\end{bmatrix}
\]

(2.22)

and

\[
\{b\} = \begin{bmatrix}
    b_1 \\
    b_2 \\
    \vdots \\
    b_m
\end{bmatrix}
\]

(2.23)

Depending on the numbers of rows and columns, and the condition of \([A]\), there are three possible solutions of the linear algebraic equations:

\[
\begin{align*}
    m = n & \quad \text{unique solution possible} \\
    m > n & \quad \text{optimized solution possible} \\
    m < n & \quad \text{non-unique solutions possible}
\end{align*}
\]

The primary interest for modal analysis lies on the first solution, i.e. when \( m = n \) and when the equations are linearly independent.

The Gaussian elimination method is the basic pattern of a large number of direct methods for the solution. The basic idea of the Gaussian method is to eliminate the number of unknowns to one so that the last unknown can be solved. Later, back substitute the solved unknown to the remaining equations to solve another unknown. The Gaussian elimination method is summarized below.

\[
\begin{bmatrix}
    a_{11}^{(1)} & a_{12}^{(1)} & \cdots & a_{1n}^{(1)} \\
    a_{21}^{(1)} & a_{22}^{(1)} & \cdots & a_{2n}^{(1)} \\
    \vdots & \vdots & \ddots & \vdots \\
    a_{n1}^{(1)} & a_{n2}^{(1)} & \cdots & a_{nn}^{(1)}
\end{bmatrix}
\begin{bmatrix}
    x_1 \\
    x_2 \\
    \vdots \\
    x_n
\end{bmatrix}
\begin{bmatrix}
    b_1^{(1)} \\
    b_2^{(1)} \\
    \vdots \\
    b_n^{(1)}
\end{bmatrix}
\quad \text{or} \quad [A]^{(1)}\{x\} = \{b\}^{(1)}
\]

(2.24)
Step 1:

Multiplying the first row of the augmented matrix by \(-a_{11}^{(1)} \) \((i = 2, 3, \ldots, n)\) and adding the resultant row to the \(i\)th row will convert all the elements (except element \(a_{11}^{(1)} \)) to zero. Thus,

\[
\begin{bmatrix}
\begin{array}{cccc}
    a_{11}^{(1)} & a_{12}^{(1)} & \ldots & a_{1n}^{(1)} \\
    0 & a_{22}^{(2)} & \ldots & a_{2n}^{(2)} \\
    \vdots & \vdots & \ddots & \vdots \\
    0 & a_{n2}^{(2)} & \ldots & a_{nn}^{(2)}
\end{array}
\end{bmatrix}
\begin{bmatrix}
    x_1 \\
    x_2 \\
    \vdots \\
    x_n
\end{bmatrix}
= 
\begin{bmatrix}
    b_1^{(1)} \\
    b_2^{(2)} \\
    \vdots \\
    b_n^{(2)}
\end{bmatrix}
\]

or \([A]^{(2)}\{x\} = \{b\}^{(2)}\)

(2.25)

Repeat the process until \([A]\) becomes an upper triangular matrix:

\[
\begin{bmatrix}
    a_{11}^{(1)} & a_{12}^{(1)} & a_{13}^{(1)} & \ldots & a_{1n}^{(1)} \\
    a_{22}^{(2)} & a_{23}^{(2)} & a_{24}^{(2)} & \ldots & a_{2n}^{(2)} \\
    a_{33}^{(3)} & a_{34}^{(3)} & a_{35}^{(3)} & \ldots & a_{3n}^{(3)} \\
    \vdots & \vdots & \vdots & \ddots & \vdots \\
    a_{nn}^{(n)}& a_{n1}^{(n)} & a_{n2}^{(n)} & \ldots & a_{nn}^{(n)}
\end{bmatrix}
\begin{bmatrix}
    x_1 \\
    x_2 \\
    \vdots \\
    x_n
\end{bmatrix}
= 
\begin{bmatrix}
    b_1^{(1)} \\
    b_2^{(2)} \\
    \vdots \\
    b_n^{(n)}
\end{bmatrix}
\]

or \([A]^{(n)}\{x\} = \{b\}^{(n)}\)

(2.26)

Effectively, the elimination process is a series of elementary row operations. Step 1 is equivalent to the following matrix process:

\([A]^{(2)} = [M]_1[A]^{(1)}\) and \(\{b\}^{(2)} = [M]_1\{b\}^{(1)}\)

(2.27, 28)

where \([M]_1 =
\[
\begin{bmatrix}
1 & 0 & \ldots & 0 \\
-\frac{a_{21}^{(1)}}{a_{11}^{(1)}} & 1 & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
-\frac{a_{n1}^{(1)}}{a_{11}^{(1)}} & 0 & \ldots & 1
\end{bmatrix}
\]

(2.29)

Likewise, Step 2 is equated to the following matrix process:

\([A]^{(3)} = [M]_2[A]^{(2)}\)

(2.30)

and \(\{b\}^{(3)} = [M]_2\{b\}^{(2)}\)

(2.31)
where

\[ [M]_2 = \begin{bmatrix}
1 & 0 & 0 & \ldots & 0 \\
0 & 1 & 0 & \ldots & 0 \\
0 & -\frac{a_{32}^{(2)}}{a_{22}^{(2)}} & 1 & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & -\frac{a_{n2}^{(1)}}{a_{22}^{(2)}} & 0 & \ldots & 1
\end{bmatrix} = \begin{bmatrix}
1 & 0 & 0 & \ldots & 0 \\
0 & 1 & 0 & \ldots & 0 \\
0 & -m_{32} & 1 & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & -m_{n2} & 0 & \ldots & 1
\end{bmatrix} \]

(2.32)

Therefore, the Gaussian elimination process to triangularize \([A]\) (or \([A]^{(1)}\)) effectively means to conduct the following matrix operations:

\[
\begin{align*}
[A]^{(n)} &= [M]_{n-1}[M]_{n-2} \ldots [M]_1[A]^{(1)} \\
\{b\}^{(n)} &= [M]_{n-1}[M]_{n-2} \ldots [M]_1\{b\}^{(1)}
\end{align*}
\]

(2.33)

### 2.3 Matrix inversion

Matrix inversion is a common problem in engineering. For instance, in static finite element analysis, the inverse of the stiffness matrix is needed in order to obtain structural analysis results. Matrix inversion is used in modal analysis. The matrices involved can be a non-singular real matrix, a complex square matrix or a singular matrix.

#### 2.3.1 Inverse of a non-singular real matrix

If the product of two non-singular matrices is the identity matrix, the two matrices are said to be inverse to each other and both are invertible. If \([A][B] = [I]\), then \([A]^{-1} = [B]\) and \([B]^{-1} = [A]\). Inverse commutes on multiplication, which is not true for matrices in general.

The inverse of \([A]\) can be estimated by:

\[
[A]^{-1} = \begin{bmatrix} [a] \\ |A| \end{bmatrix}
\]

(2.34)

where \([a]\) is the adjoint matrix of \([A]\). Each element in \([a]\) is the cofactor of the same element in \([A]\). However, unless \([A]\) is sparse, this method is numerically most inefficient and therefore is only used for the inverse of a small matrix.

The problem of inverting a matrix is fundamentally the same as solving a set of linear simultaneous equations. If the inverse of \([A]\) (denoted as \([X]\)) is sought, then

\[
[A][X] = [I]
\]

(2.35)

This is effectively to solve \(n\) sets of linear equations:
\[ [A] \{X\}_i = \{e\}_i \quad (i = 1, 2, \ldots, n) \] (2.36)

where \( \{e\}_i = \{0 \ 0 \ \ldots \ 1 \ \ldots \ 0\}^T \) consists of zero elements except the \( i \)th element is one.

The Gaussian elimination algorithm used for solving linear equations can be employed to invert a square matrix. Basically, the process is similar to a series of elementary row operations. However, there is a difference this time. For each column, after eliminating all the elements under the diagonal \( a_{ii} \), the elements above \( a_{ii} \) are eliminated, too. This is effectively to pre-multiply \([A]\) with matrix:

\[
[M] = \begin{bmatrix}
1 & \ldots & \frac{a_{1k}}{a_{kk}} & \ldots & 0 \\
\ldots & \ldots & \ldots & \ldots & \ldots \\
0 & \ldots & 1 & \ldots & 0 \\
\ldots & \ldots & \ldots & \ldots & \ldots \\
0 & \ldots & \frac{a_{nk}}{a_{kk}} & \ldots & 1
\end{bmatrix}
\] (2.37)

Therefore, the elimination method for matrix inversion means to perform a series of row operations such that \([A]\) is converted to a unity matrix:

\[
[M]_n [M]_{n-1} \ldots [M]_2 [M]_1 [A] = [I]
\] (2.38)

The inverse of \([A]\) can be easily derived as:

\[
[A]^{-1} = [M]_n [M]_{n-1} \ldots [M]_2 [M]_1
\] (2.39)

If a non-singular real matrix \([A]\) is symmetric, it can be decomposed into a product of two triangular matrices:

\[
[A] = [U]^T [U]
\] (2.40)

where \([U]\) is an upper triangular matrix. Therefore, it can be shown that

\[
[A]^{-1} = ([U]^T [U])^{-1} = [U]^{-1} ([U]^{-1})^T
\] (2.41)

This shows that by decomposing the symmetric matrix \([A]\) into \([U]^T [U]\), we can determine the inverse of \([A]\) by merely inverting an upper-triangular matrix \([U]\) that can be estimated using equation (2.34).

### 2.3.2 Inverse of a square complex matrix

A square complex matrix \([C]\) can be inverted using the inverse of a real matrix. The idea is to transform the inverse into that of a real matrix with double-sized order. If:

\[
[C] = [A] + j[B]
\] (2.42)

and

\[
[C]^{-1} = [X] + j[Y]
\] (2.43)
then the multiplication of these two inverse pairs will yield:

$$[A][X] - [B][Y] = [I]$$  \hspace{1cm} (2.44)  

and

$$[A][Y] + [B][X] = [0]$$  \hspace{1cm} (2.45)  

Combining these two equations will lead to the solution of the real and imaginary parts of the complex inverse in a real matrix inverse:

$$[X] = [A] [I] - [B]^{-1} [B]$$

$$[Y] = -[A]^{-1} [B][A] + [B][A]^{-1} [B]$$  \hspace{1cm} (2.46)  

Alternatively, matrices $[X]$ and $[Y]$ can be determined directly from the definition of matrix inverse. If $[A]$ is non-singular, then it can be found that:

$$[X] = ([A] + [B][A]^{-1} [B])^{-1}$$

$$[Y] = -[A]^{-1} [B][A] + [B][A]^{-1} [B]^{-1}$$  \hspace{1cm} (2.47)  

If $[B]$ is non-singular, then it can be found that:

$$[X] = [B]^{-1} [A] + [A][B]^{-1} [A]^{-1}$$

$$[Y] = -([B] + [A][B]^{-1} [A])^{-1}$$  \hspace{1cm} (2.48)  

If both $[A]$ and $[B]$ are non-singular, then equations (2.47) and (2.48) should produce the same results.

### 2.3.3 Pseudo inverse of a matrix

When a matrix is either non-square, or rank-deficient or both, normal inverse does not apply anymore. It requires a pseudo inverse. The simplest case of pseudo inverse occurs when solving a set of linear equations with a rectangular coefficient matrix ($m > n$):

$$[A]_{m \times n} \{x\}_{n \times 1} = \{b\}_{m \times 1}$$  \hspace{1cm} (2.49)  

If the columns of $[A]$ are independent, then the solution is easy to obtain. Pre-multiplying the transpose of $[A]$ on both sides of the equation leads to:

$$[A]^T [A] \{x\} = [A]^T \{b\}$$  \hspace{1cm} (2.50)  

Since $[A]^T [A]$ is invertible, the solution of the linear equations becomes:

$$\{x\} = ([A]^T [A])^{-1} [A]^T \{b\}$$  \hspace{1cm} (2.51)  

Hence, the pseudo inverse of $[A]$, denoted as $[A]^+$, is determined by:

$$[A]^+ = ([A]^T [A])^{-1} [A]^T$$  \hspace{1cm} (2.52)  

Likewise, the pseudo inverse of $[A]$ of dimension $m \times n$, where $m < n$, and rank $m$ is given as:

$$[A]^+ = [A]^T ([A] [A]^T)^{-1}$$  \hspace{1cm} (2.53)
2.4 Decomposition of a matrix

The theory of modal analysis sometimes requires a matrix to be decomposed. There are several ways of decomposition which are used in the analysis.

2.4.1 LU decomposition

The \( LU \) decomposition is to decompose a square matrix into a product of lower triangular matrix and an upper triangular one. This decomposition can be obtained from Gaussian elimination for the solution of linear equations. It can be verified that the inverse of \([M]_i\) in equation (2.29) takes a very simple form:

\[
[M]_i^{-1} = \begin{bmatrix}
1 & 0 & 0 & \ldots & 0 \\
m_{21} & 1 & 0 & \ldots & 0 \\
m_{31} & 0 & 1 & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
m_{n1} & 0 & 0 & \ldots & 1
\end{bmatrix}
\] (2.54)

Thus, from equation (2.33) we have:

\[
[A]^{(1)} = [M]_1^{-1}[M]_2^{-1}\ldots[M]_{n-1}^{-1}[A]^{(n)}
\] (2.55)

Since the final outcome of Gaussian elimination is an upper triangular matrix \([A]^{(n)}\) and the product of all \([M]_i^{-1}\) matrices will yield a lower triangular matrix, the \( LU \) decomposition is realized:

\[
[A] = [L][U] = ([M]_1^{-1}[M]_2^{-1}\ldots[M]_{n-1}^{-1})[A]^{(n)}
\] (2.56)

Here, \([L] = [M]_1^{-1}[M]_2^{-1}\ldots[M]_{n-1}^{-1} =

\[
\begin{bmatrix}
1 & 0 & 0 & \ldots & 0 \\
m_{21} & 1 & 0 & \ldots & 0 \\
m_{31} & m_{32} & 1 & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
m_{n1} & m_{n2} & m_{n3} & \ldots & 1
\end{bmatrix}
\] (2.57)

\[
[U] = [A]^{(n)} =
\begin{bmatrix}
a_{11}^{(1)} & a_{12}^{(1)} & a_{13}^{(1)} & \ldots & a_{1n}^{(1)} \\
0 & a_{22}^{(2)} & a_{23}^{(2)} & \ldots & a_{2n}^{(2)} \\
0 & 0 & a_{33}^{(3)} & \ldots & a_{3n}^{(3)} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \ldots & a_{nn}^{(n)}
\end{bmatrix}
\] (2.58)
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The following example shows the process of using Gaussian elimination to solve the linear equations to obtain the $LU$ decomposition of $[A]$. 

$$[A] = \begin{bmatrix} 3 & -1 & 2 \\ 1 & 2 & 3 \\ 2 & -2 & -1 \end{bmatrix} \quad \{b\} = \begin{bmatrix} 12 \\ 11 \\ 2 \end{bmatrix}$$

$$[A|b] = \begin{bmatrix} 3 & -1 & 2 & 12 \\ 1 & 2 & 3 & 11 \\ 2 & -2 & -1 & 2 \end{bmatrix} \rightarrow \begin{bmatrix} 3 & -1 & 2 & 12 \\ 0 & 7/3 & 7/3 & 7 \\ 0 & -4/3 & -7/3 & -6 \end{bmatrix} \rightarrow \begin{bmatrix} 3 & -1 & 2 & 12 \\ 0 & 7/3 & 7/3 & 7 \\ 0 & 0 & -1 & -2 \end{bmatrix}$$

where 

$$[M]_1 = \begin{bmatrix} 1 & 0 & 0 \\ -1/3 & 1 & 0 \\ -2/3 & 0 & 1 \end{bmatrix} \quad [M]_2 = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 4/7 & 1 \end{bmatrix}$$

Back transformation yields the solution for the linear equations:

$$\begin{bmatrix} x_1 \\ x_2 \\ x_3 \end{bmatrix} = \begin{bmatrix} 3 \\ 1 \\ 2 \end{bmatrix}$$

Meanwhile, the following $LU$ decomposition has been realized:

$$[L] = [M]^{-1}_1 [M]^{-1}_2 = \begin{bmatrix} 1 & 0 & 0 \\ 1/3 & 1 & 0 \\ 2/3 & -4/7 & 1 \end{bmatrix} \quad \text{and} \quad [U] = \begin{bmatrix} 3 & -1 & 2 \\ 0 & 7/3 & 7/3 \\ 0 & 0 & -1 \end{bmatrix}$$

2.4.2 QR decomposition

$QR$ decomposition of a square matrix $[A]$ of dimension $p \times p$ and rank $p$ yields:

$$[A] = [Q][R] \quad (2.59)$$

Here, $[Q]$ is a $p \times p$ orthogonal matrix with full rank and $[R]$ is a $p \times p$ upper triangular matrix with full rank.

If $[A]$ is non-square and rank-deficient, $QR$ decomposition still exists. Assume an $[A]$ of dimension $p \times q$ and rank $k$. The $QR$ decomposition appears to be the same except this time $[Q]$ is a $p \times k$ orthonormal column matrix and $[R]$ is a $k \times q$ upper triangular matrix with rank $k$. 
2.4.3 Schur decomposition

Without imposing symmetry, full rank, or realness, a square matrix \([A]\) of dimension \(p \times p\) can be decomposed using Schur decomposition. Mathematically, it can be shown that \([A]\) is similar to an upper-triangular matrix \([T]\) whose diagonal elements are the eigenvalues of \([A]\). Therefore,

\[
[T] = [P]^H[A][P] \quad (2.60)
\]

Here, \([P]\) is a square unitary matrix. \([T]\) is known as the Schur form of \([A]\) and the following decomposition is Schur decomposition:

\[
[A] = [P][T][P]^H \quad (2.61)
\]

The matrices we deal with in modal analysis are often either real symmetric or Hermitian. They are known as normal matrices such that:

\[
[A]^H[A] = [A][A]^H \quad (2.62)
\]

Schur decomposition of a normal matrix renders a diagonal matrix \([T]\). Since the eigenvalues of a normal matrix are real, \([T]\) will be a real matrix.

2.4.4 Spectrum decomposition

Spectrum decomposition of a matrix relies on its eigenvalue solution. We can start by a real symmetric \(n \times n\) matrix \([A]\) with distinct eigenvalues \(\lambda_r (r = 1, 2, \ldots, n)\). The eigenvectors \(\{\varphi\}_r (r = 1, 2, \ldots, n)\) are all real vectors. It is possible to normalize the eigenvectors such that they will be orthogonal to each other. Thus, an orthogonal matrix \([Q]\) that consists of eigenvectors will be found and the following decomposition of \([A]\) is available:

\[
[A] = \{\{\varphi\}_1 \varphi_2 \cdots \varphi_n\} \text{ diag } [\lambda_1 \lambda_2 \cdots \lambda_n] \{\{\varphi\}_1 \varphi_2 \cdots \varphi_n\}^T = [\Phi][\Lambda][\Phi]^T
\]

and

\[
[A] = \sum_{r=1}^{n} \lambda_r \{\varphi\}_r \{\varphi\}_r^T
\]

If \([A]\) is an \(n \times n\) Hermitian matrix, its eigenvalues \(\lambda_r (r = 1, 2, \ldots, n)\) are still real quantities. The eigenvectors \(\{u\}_r (r = 1, 2, \ldots, n)\) will form a unitary matrix \([U]\). Thus, the spectrum decomposition of a Hermitian matrix is as follows:

\[
[A] = [U][\Lambda][U]^H = \sum_{r=1}^{n} \lambda_r \{u\}_r \{u\}_r^H \quad (2.64)
\]

For a general complex \(n \times n\) matrix \([A]\), assume its unique eigenvalues are \(\lambda_r (r = 1, 2, \ldots, n)\). The independent eigenvectors of matrices \([A]\) and \([A]^H\) are \(\{u\}_r\) and \(\{v\}_r\) \((r = 1, 2, \ldots, n)\) respectively. The spectrum decomposition of \([A]\) can be derived as:

\[
[A] = \sum_{r=1}^{n} \lambda_r \{u\}_r \{v\}_r^H \quad (2.65)
\]
2.4.5 Submatrix decomposition

Submatrix decomposition of a matrix is useful in modal analysis to discover or utilize structural connectivity of a dynamic system. The concept of submatrix approach can be outlined using a 3 DoF mass–spring system shown in Figure 2.1.

![Figure 2.1 A 3 degree-of-freedom system](image)

The stiffness matrix of the system can be decomposed using the stiffness values of each of the three springs:

$$[K] = \begin{bmatrix} k_1 & -k_1 & 0 \\ -k_1 & k_1 + k_2 & -k_2 \\ 0 & -k_2 & k_3 \end{bmatrix} = [K]_1 + [K]_2 + [K]_3 \quad (2.66)$$

where three submatrices of the springs are:

$$[K]_1 = k_1 \begin{bmatrix} 1 & -1 & 0 \\ -1 & 1 & 0 \\ 0 & 0 & 0 \end{bmatrix} \quad (2.67)$$

$$[K]_2 = k_2 \begin{bmatrix} 0 & 0 & 0 \\ 0 & 1 & -1 \\ 0 & -1 & 1 \end{bmatrix} \quad (2.68)$$

$$[K]_3 = k_3 \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 1 \end{bmatrix} \quad (2.69)$$

The numerical advantage of submatrix decomposition is obvious. Since the physical connectivity has been factored in, $[K]$ is now determined by three stiffness values ($k_1$, $k_2$ and $k_3$) while the $[K]$ without the connectivity information would be determined by six non-zero elements.

2.4.6 Singular value decomposition (SVD)

Singular value decomposition (SVD) has found many applications in modal analysis. For a real matrix $[A]$ of dimension $p \times q$, there exists a $p \times p$ orthogonal matrix $[U]$, 
a $q \times q$ orthogonal matrix $[V]$ and a $p \times q$ diagonal matrix $[\Sigma]$ (possibly a diagonal square matrix augmented with zero rows or columns), so that the following decomposition holds:

$$[A] = [U][\Sigma][V]^T \quad (2.70a)$$

For example:

$$\begin{bmatrix}
1 & 2 & 3 & 4 \\
2 & 3 & 4 & 5
\end{bmatrix} = \begin{bmatrix}
0.5969 & 0.8023 & 901 & 521 & 0 & 0 & 0 \\
0.8023 & -0.5969 & 0 & 0.4886 & 0 & 0
\end{bmatrix}$$

Matrices $[U]$ and $[V]$ consist of the left and right singular vectors of $[A]$ and the diagonal elements of $[\Sigma]$ are its singular values. The SVD can be computed by using some existing mathematical software. Analytically, it is useful to know (without proof) the composition of the matrices that form the SVD. The eigenvectors of $[A][A]^H$ constitute $[U]$ and the eigenvalues of it constitute $[\Sigma]^H [\Sigma]$. Likewise, the eigenvectors of $[A]^H[A]$ constitute $[V]$ and the eigenvalues of it (the same as the eigenvalues of $[A][A]^H$) constitute $[\Sigma][\Sigma]^H$. Therefore, SVD is closely linked to the eigenvalue solution.

If $[A]$ of dimension $p \times q$ is a complex matrix, then equation (2.70a) becomes:

$$[A] = [U][\Sigma][V]^H \quad (2.70b)$$

Here, both the left and right singular vectors $[U]$ and $[V]$ are unitary matrices. The singular values in the diagonal matrix $[\Sigma]$ are still real. The eigenvectors of $[A][A]^H$ constitute $[U]$ and the eigenvalues of it constitute $[\Sigma]^H[\Sigma]$. The eigenvectors of $[A]^H[A]$ constitute $[V]$ and the eigenvalues of it (the same as the eigenvalues of $[A][A]^H$) constitute $[\Sigma][\Sigma]^H$. This means that although $[U]$ and $[V]$ are complex, the singular values of a complex matrix still remain as real quantities.

SVD reveals useful information about $[A]$. For instance, the number of non-zero singular values (therefore the rank of $[\Sigma]$) coincides with the rank of $[A]$. Once the rank is known, the first $k$ columns of $[U]$ form an orthogonal basis for the column space of $[A]$.

In numerical analysis, zero singular values can become small quantities due to numerical errors, measurement errors, noise and ill-conditioning of the matrix.

### 2.4.7 Eigenvalue decomposition

For a square matrix $[A]$ of dimension $n \times n$, assume its eigenvalues are $\lambda_r$ and corresponding eigenvector $\{\phi_i\}_{r}$, $(r = 1, 2, \ldots, n)$. Also, assume the eigenvector family consists of independent vectors. The eigenvalue matrix and eigenvector matrix can be formed as:
Modal Analysis

\[ [\Lambda] = \text{diag} [\lambda_1 \lambda_2 \ldots \lambda_n] \]  
\[ (2.71) \]
and

\[ [\Psi] = \{\phi\}_1 \{\phi\}_2 \ldots \{\phi\}_n \]  
\[ (2.72) \]

The eigenvalue decomposition pronounces that:

\[ [A] = [\Psi][\Lambda][\Psi]^{-1} \]  
\[ (2.73) \]

regardless how each eigenvector is scaled. Equation (2.73) also reveals that the square matrix \([A]\) is similar to a diagonal matrix. Thus, \([A]\) can be converted into a diagonal matrix:

\[ [\Lambda] = [\Psi]^{-1}[A][\Psi] \]  
\[ (2.74) \]

2.4.8 Cholesky decomposition

This decomposition only applies to a symmetric and positive definite matrix. The mass and stiffness matrices of a dynamic system are usually of this type. If \([A]\) of dimension \(n \times n\) is such a matrix, then from its \(LU\) decomposition we have:

\[ [L][U] = [U]^T[L]^T \]  
\[ (2.75) \]

and

\[ [U][L]^{-T} = [L]^{-1}[U]^T \]  
\[ (2.76) \]

Since matrices \([U][L]^{-T}\) and \([L]^{-1}[U]^T\) are upper triangular and lower triangular matrices, equation (2.76) shows that both should actually be a diagonal matrix (denoted as \([D]\) for convenience). This leads to:

\[ [A] = [L][D][L]^T = ([L][D]^{1/2})([L][D]^{1/2})^T = [L][L]^T \]  
\[ (2.77) \]

2.5 The matrix eigenvalue problem

The eigenvalue problem is a commonly encountered problem in engineering but it is particularly important in modal analysis. The solution of an eigenvalue problem bears important physical meanings to a dynamic system. Let us consider the standard (and the simplest) eigenvalue problem first. An \(n \times n\) real matrix \([A]\) with full rank is said to have eigenvalues \(\lambda_r\) and corresponding non-zero eigenvectors \(\{\phi\}_r\) \((r = 1, 2, \ldots, n)\) if:

\[ ([A] - \lambda_r[I])\{\phi\}_r = \{0\} \]  
\[ (2.78) \]

or

\[ [A]\{\phi\}_r = \lambda_r\{\phi\}_r \]  
\[ (2.79) \]

Clearly, any multiples of \(\{\phi\}_r\) will also satisfy these equations and thus are a valid replacement of \(\{\phi\}_r\).

From linear algebra, it is known that equation (2.78) holds only if:

\[ |[A] - \lambda_r[I]| = \begin{vmatrix} a_{11} - \lambda_1 & a_{12} & \ldots & a_{1n} \\ a_{21} & a_{22} - \lambda_2 & \ldots & a_{2n} \\ \ldots & \ldots & \ldots & \ldots \\ a_{n1} & a_{n2} & \ldots & a_{nn} - \lambda_n \end{vmatrix} = 0 \]  
\[ (2.80) \]
This determinant can be expanded, forming an \( n \)th order polynomial for \( \lambda \). The roots of this polynomial are the eigenvalues of \([A]\). Therefore, if equation (2.80) holds, then \([A]\) should always have \( n \) (not necessarily distinct or non-zero) eigenvalues. For each eigenvalue, a corresponding eigenvector \( \{\varphi\}_r \) can be derived from equation (2.78). Therefore, \([A]\) has \( n \) eigenvectors.

If \([A]\) is the system matrix of an MDoF undamped structural system (\([M]^{-1}[K]\)), then the square roots of the eigenvalues are the natural frequencies and the eigenvectors are known to represent the mode shapes of the system. Zero eigenvalues indicate rigid body vibration modes for a system not physically grounded. Repeated eigenvalues signify identical mode shapes – a phenomenon usually occurs for a physically symmetrical structure.

If we add a term \( \tau \{\varphi\} \) (where \( \tau \) is a real constant) to both sides of equation (2.79), we will have:

\[
([A] + \tau[I])\{\varphi\} = (\lambda + \tau)\{\varphi\}
\]

This means that the eigenvalues of \([A]\) are changed or shifted by a constant \( \tau \), if adding to \([A]\) the \( \tau[I] \). The eigenvectors are unchanged. The shifting process is an important feature of some algorithms for computing eigensolutions.

Eigenvalue solution is rarely done by solving the roots of the \( n \)th order polynomial in equation (2.80) since it is a horrific numerical task that usually does not result in accurate answers. Using Gaussian elimination can change \([A]\) into a triangular matrix but such row operations do not result in similar matrices and therefore eigenvalues would have changed. The \( LR \) and \( QR \) methods preserve matrix similarity and are perhaps the best methods currently used for eigensolutions.

The \( LR \) algorithm requires that \([A]\) be decomposed first as a product of lower- and upper-triangular matrices \([L]\) and \([R]\) (the same as the \( LU \) decomposition). Then, a new matrix is created by exchanging the two triangular matrices to form \([R][L]\). The decomposition is again performed on \([R][L]\). The repetition of this process will eventually lead to a product of a unit matrix and an upper-triangular matrix whose diagonal elements are the eigenvalues of the original \([A]\). It is known that every operation brings about a similar matrix. Therefore, the product has the same eigenvalues of \([A]\). The algorithm is:

\[
[A] = [A]_1 = [L]_1[R]_1
\]
\[
[A]_2 = [R]_1[L]_1 = [L]_2[R]_2
\]
\[
\ldots
\]
\[
[A]_{k+1} = [R]_k[L]_k = [L]_{k+1}[R]_{k+1}
\]
\[
\ldots
\]

After sufficient iterations, \([L]_m\) approaches a unit matrix and \([R]_m\) an upper-triangular matrix. Therefore, \([R]_m\) contains in its diagonal the eigenvalues of \([A]\). This is because \([A]_k\) in the \( LR \) algorithm is similar to \([A]_{k-1}\). Thus their eigenvalues are the same. For example,

\[
[A]_2 = [R]_1[L]_1 = [L]_1^{-1}[L]_1[R]_1[L]_1 = [L]_1^{-1}[A]_1[L]_1
\]

The \( LR \) method is noticeably simple to implement. When eigenvalues are not well
separated, the triangular decomposition of \([A]\) becomes numerically difficult. This leads to a modification of the \(LR\) method by placing the lower triangular matrix \([L]\) with an orthogonal matrix \([Q]\). It is known in linear algebra that a non-singular matrix can always be decomposed into an orthogonal matrix and an upper-triangular matrix. With similar operation to the \(LR\) algorithm, the \(QR\) method will result in an upper-triangular matrix \([R]\) that has the same eigenvalues as \([A]\).

The problem of finding the eigenvectors is simpler than finding eigenvalues. This is solved by the substitution of each eigenvalue found in equation (2.78) to determine the non-trivial solutions of vector \(\{\phi\}_r\).

For an MDoF undamped structural system with mass matrix \([M]\) and stiffness matrix \([K]\), the eigenvalue problem derived from the differential equations is as follows:

\[
[K]\{\phi\} = \lambda[M]\{\phi\} \quad (2.84)
\]

This is known as a generalized eigenvalue problem. Since \([M]\) is usually positive definite, it can be decomposed using square root decomposition as \([M] = [L][L]^T\). Equation (2.84) will then be recast into:

\[
([L]^{-1}[K][L]^{-T})([L]^T\{\phi\}) = \lambda([L]^T\{\phi\}) \quad (2.85)
\]

Now, the generalized eigenvalue problem for \([M]\) and \([K]\) becomes a standard eigenvalue problem for \(([L]^{-1}[K][L]^{-T})\).

A more complicated eigenvalue problem than that presented in equation (2.78) is called a higher order eigenvalue problem. In this case, the eigenvalues \(\Delta\) and eigenvectors \(\{\theta\}\) are associated with a series matrices such that:

\[
\Delta^p[A]_p\{\theta\} + \Delta^{p-1}[A]_{p-1}\{\theta\} + \ldots + \Delta[A]_1\{\theta\} + [I]\{\theta\} = \{0\} \quad (2.86)
\]

Here, \(p\) is an integer. The solution of this eigenvalue problem is aided by the concept of state space transformation. Assume that:

\[
\{\theta\} = \{\Theta\}e^{\Delta \tau} \quad (2.87)
\]

where \(\{\Theta\}\) is a constant vector and \(\Delta\) is the eigenvalue. The \(r\)th derivative of the eigenvector \(\{\theta\}\) takes a simple form:

\[
\frac{\partial^r}{\partial \tau^r}\{\theta\} = \{\theta\}^{(r)} = \Delta^r\{\theta\} \quad (2.88)
\]

If we define a state space vector:

\[
\{V\} = \{\{\theta\}^{(p-1)} \{\theta\}^{(p-2)} \ldots \{\theta\}^{(0)}\}^T \quad (2.89)
\]

then equation (2.86) will become:

\[
([A]_p[A]_{p-1} \ldots [A]_1)\{V\}^{(1)} + ([0] [0] \ldots [I])\{V\} = \{0\} \quad (2.90)
\]

Using the state space concept, this equation can be appended by a number of equalities to form the following eigenvalue equation:
2.6 Derivatives of matrices

Let \([A]\) be an \(m \times n\) matrix and each element \(a_{ij}(i = 1, 2, \ldots m\) and \(j = 1, 2, \ldots n\)) be a function of time \(t\). Then the derivative of \([A]\) with respect to time is defined as:

\[
\frac{d[A]}{dt} = \begin{bmatrix}
\frac{da_{11}}{dt} & \frac{da_{12}}{dt} & \cdots & \frac{da_{1n}}{dt} \\
\frac{da_{21}}{dt} & \frac{da_{22}}{dt} & \cdots & \frac{da_{2n}}{dt} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{da_{m1}}{dt} & \frac{da_{m2}}{dt} & \cdots & \frac{da_{mn}}{dt}
\end{bmatrix}
\]

(2.92)

Thus, the following elementary operations can be easily deducted:

\[
\frac{d([A] \pm [B])}{dt} = \frac{d[A]}{dt} \pm \frac{d[B]}{dt}
\]

(2.93)

\[
\frac{d([A][B])}{dt} = \frac{d[A]}{dt} [B] + [A] \frac{d[B]}{dt}
\]

(2.94)

In particular,

\[
\frac{d([A][A]^{-1})}{dt} = \frac{d[A]}{dt} [A]^{-1} + [A] \frac{d[A]^{-1}}{dt} = [I] = [0]
\]

(2.95)

Therefore, the derivative of the inverse of a matrix can be expressed as:
The derivative of a matrix product in equation (2.94) can be generalized for a product of more than two matrices. It is important to keep the original order of the matrices in the derivative. For instance,

\[
\frac{d}{dt} [AB \ldots Z] = \frac{d}{dt} [A]B \ldots Z + [A]\frac{d}{dt} [B] \ldots Z + \ldots + [A][B] \ldots \frac{d}{dt} [Z]
\]

(2.97)

The derivative of the power of a matrix is a special case for equation (2.97). For example, the derivative of a matrix power is:

\[
\frac{d}{dt} [A]^3 = \frac{d}{dt} [A]^2 + [A]\frac{d}{dt} [A] + [A]^2 \frac{d}{dt} [A]
\]

(2.98)

Sometimes the derivative of a matrix with respect to a variable other than time is required. For instance, the matrix derivative with respect to an element within a matrix. Nevertheless, this element can be a function of time. Several such derivatives useful in vibration and modal analysis are described below.

### 2.6.1 Derivatives of a bilinear form

The derivative of a bilinear form is used in modal analysis. In linear algebra, a bilinear form is given as:

\[
p = \{y\}^T [A]\{x\}
\]

(2.99)

where \(\{y\}\) and \(\{x\}\) are an \(n \times 1\) and \(m \times 1\) vector respectively and \([A]\) is an \(n \times m\) constant matrix. Assume the elements in vectors \(\{x\}\) and \(\{y\}\) are functions of time, then,

\[
\frac{dp}{dy_1} = \{1 \quad 0 \ldots 0\}^T [A]\{x\}
\]

(2.100)

It is evident from (2.100) that

\[
\begin{bmatrix}
\frac{\partial p}{\partial y_1} \\
\frac{\partial p}{\partial y_2} \\
\vdots \\
\frac{\partial p}{\partial y_n}
\end{bmatrix} = [A]\{x\} \quad \text{and} \quad \begin{bmatrix}
\frac{\partial p}{\partial y_1} \\
\frac{\partial p}{\partial y_2} \\
\vdots \\
\frac{\partial p}{\partial y_n}
\end{bmatrix}^T = \{x\}^T [A]^T
\]

(2.101)

Likewise,
If the bilinear form in (2.99) becomes a quadratic form, i.e. \( \{y\} = \{x\} \), and \([A]\) becomes symmetric, then the derivative given in (2.101) and (2.102) takes a simpler form as:

\[
\begin{align*}
\begin{bmatrix}
\frac{\partial p}{\partial x_1} \\
\frac{\partial p}{\partial x_2} \\
\vdots \\
\frac{\partial p}{\partial x_m}
\end{bmatrix} &= [A]\{y\} \quad \text{and} \quad \begin{bmatrix}
\frac{\partial p}{\partial x_1} \\
\frac{\partial p}{\partial x_2} \\
\vdots \\
\frac{\partial p}{\partial x_m}
\end{bmatrix}^T = \{y\}^T [A]^T \tag{2.102}
\end{align*}
\]

The derivative of this bilinear form with respect to time becomes:

\[
\frac{d(\{x\}^T [A]\{x\})}{dt} = 2\{x\}^T [A] \frac{d\{x\}}{dt} \tag{2.104}
\]

### 2.6.2 Derivatives of matrix traces

For an \(n \times m\) \([Y]\) and an \(m \times m\) \([X]\), the following derivative exists:

\[
\frac{\partial tr([Y][X][Y]^T)}{\partial [Y]} = 2[Y][X]_{n \times m} \tag{2.105}
\]

For an \(n \times m\) \([Y]\) and an \(n \times m\) \([X]\), the following derivative exists:

\[
\frac{\partial tr([Y][X]^T)}{\partial [Y]} = [X]_{n \times m} \tag{2.106}
\]

For the derivative of the trace of \([A]\) with respect to a variable \(z\), we have:

\[
\frac{\partial tr[A]}{\partial z} = tr \frac{\partial [A]}{\partial z} \tag{2.107}
\]

### 2.7 Perturbation

For a variable \(x\), its perturbation can be denoted as \(\varepsilon x\). Here, \(\varepsilon\) is a constant scalar quantity much less than unity and is known as the perturbation factor. Perturbation
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theory aims to study the behaviour of a system subjected to small perturbations without having to resolve the problem with new variable \( x + \varepsilon x \). In fact, the theory deals with the deviation of the solution when a variable (or more) perturbs.

As an example, if the system is represented by a set of linear equations in the form of \([A]\{x\} = \{b\}\), then the theory is to determine the solution of the equations when \([A] + \varepsilon[A]_1\) and \(\{b\} + \varepsilon\{b\}_1\) respectively. The exact solution of the new system is given in:

\[
([A] + \varepsilon[A]_1)\{x\}_{\text{new}} = \{b\} + \varepsilon\{b\}_1 \tag{2.108}
\]

Perturbation theory assumes that the new solution can be expressed as a convergent series of factor \( \varepsilon \). Thus, we have:

\[
\{x\}_{\text{new}} = \{x\} + \varepsilon\{x\}_1 + \varepsilon^2\{x\}_2 + \ldots \tag{2.109}
\]

By substituting equation (2.109) into (2.108) and clustering like terms, we have the following solutions:

\[
\begin{align*}
\{x\}_1 &= -[A]^{-1}([A]_1\{x\} - \{b\}_1) \\
\{x\}_2 &= -[A]^{-1}[A]_1\{x\}_1 \\
& \quad \vdots \\
\{x\}_{n+1} &= -[A]^{-1}[A]_1\{x\}_n \\
& \quad \vdots
\end{align*}
\tag{2.110}
\]

Since we have already had the solution for \(\{x\}\) and, therefore, the inverse \([A]^{-1}\), the solution provided in equation (2.110) is much simpler and economical than solving equation (2.108) to find \(\{x\}_{\text{new}}\).

The same solution can be applied to an eigenvalue problem. The eigenvalue problem of \([A]\) is defined as:

\[
\begin{align*}
[A]\{X\} &= \lambda\{X\} \tag{2.111a} \\
\{Y\}^T[A]^T &= \lambda\{Y\}_r^T \tag{2.111b}
\end{align*}
\]

Here, \(\{X\}\) is the right eigenvector and \(\{Y\}\) is the left eigenvector. With matrix perturbation, this problem becomes:

\[
([A] + \varepsilon[A]_1)\{X\}_{\text{new}} = \lambda_{\text{new}}\{X\}_{\text{new}} \tag{2.112}
\]

The eigenvalue solution can be expressed as:

\[
\begin{align*}
\lambda_{\text{new}} &= \lambda + \varepsilon\lambda^{(1)} + \varepsilon^2\lambda^{(2)} + \ldots \tag{2.113} \\
\{X\}_{\text{new}} &= \{X\} + \varepsilon\{X\}^{(1)} + \varepsilon^2\{X\}^{(2)} + \ldots \tag{2.114}
\end{align*}
\]

Substituting these two equations into equation (2.112) and clustering the like terms, we find the solutions below:

\[
\lambda^{(1)}_r = \{Y\}_r^T[A]_1\{X\}_r \tag{2.115}
\]

and

\[
\{X\}_r^{(1)} = \sum_{k \neq r}^{n} \frac{\{Y\}_r^T[A]_1\{X\}_r}{\lambda_r - \lambda_k} \{X\}_k \tag{2.116}
\]
Thus, if $[A]$ is perturbed by $\varepsilon[A]$, we can expect that the eigenvalues and eigenvectors be perturbed by the amount defined in equations (2.115) and (2.116).

### 2.8 The least-squares method

The least-squares method is behind many numerical and analytical investigation of modal analysis. Assume a variable $y$ forms a linear relationship with $n$ independent variables $x_i$ ($i = 1, 2, \ldots, n$) so that:

$$y = \{a\}^T\{x\} \quad (2.117)$$

where $\{a\} = \{a_1, a_2, \ldots, a_n\}^T$ and $\{x\} = \{x_1, x_2, \ldots, x_n\}^T$

$\{a\}$ is a constant vector while $\{x\}$ is a time-dependent variable vector. For $m$ different observations, equation (2.117) can be used $m$ times to form a matrix equation:

$$\{y\} = [X]\{a\} \quad \text{where} \quad [X] = \{\{x(1)\}, \{x(2)\}, \ldots, \{x(m)\}\}^T \quad (2.118)$$

If the number of samples $m$ exceeds the number of variables in $\{x\}$, then there is a need to determine a set of constants in $\{a\}$ such that the total squares of errors between the predicted values and observations will be the least. The error vector between the predicted and the observations can be defined as:

$$\{\varepsilon\} = \{y\} - [X]\{a\} \quad (2.119)$$

It includes measurement or modelling errors. The total error is:

$$E = \{\varepsilon\}^T\{\varepsilon\} = \{y\}^T\{y\} - \{a\}^T[X]^T\{y\} - \{y\}^T[X]^T\{a\} + \{a\}^T[X]^T[X]\{a\} \quad (2.120)$$

To minimize $E$, take its derivative with respect to vector $\{a\}$ and assign it to zero.

$$\frac{\partial E}{\partial \{a\}} = -2[X]^T\{y\} + 2[X]^T[X]\{a\} = 0 \quad (2.121)$$

This leads to the estimation of the vector

$$\{\hat{a}\} = ([X]^T[X])^{-1}[X]^T\{y\} \quad (2.122)$$

This estimate is the least-squares estimation for $\{a\}$.

This least-squares method can be expanded. When we know that errors from different measurement locations are of different extents, it is possible to weight errors in the least-squares analysis in order to optimize the outcome. This will lead to a ‘weighted least-squares’ method. Assume the known weighting matrix is $[W]$. The total error becomes:

$$E = \{\varepsilon\}^T[W]\{\varepsilon\} = \{y\}^T\{y\} - [X]\{a\})^T[W](\{y\} - [X]\{a\}) \quad (2.123)$$

By taking the derivative of $E$ with respective to $\{a\}$ and equating it to zero, the solution of the weighted least-squares method yields:

$$\{a\} = ([X]^T[W][X])^{-1} [X]^T[W]\{y\} \quad (2.124)$$
2.9 Partial fraction expansion

When a ratio of two polynomials $f(s)$ and $g(s)$, where $s$ is the Laplace operator (see next section) and the order of $g(s)$ is greater than that of $f(s)$, is expressed as a sum of two or more simpler ratios, the ratio is said to be resolved into partial fractions. To illustrate the principle of the expansion, assume we are dealing with polynomials with real coefficients only. For example, let:

$$\frac{f(s)}{g(s)} = \frac{b_0 s^m + b_1 s^{m-1} + \ldots + b_{m-1} s + b_m}{s^n + a_1 s^{n-1} + \ldots + a_{n-1} s + a_n}$$

$$= \frac{b_0 s^m + b_1 s^{m-1} + \ldots + b_{m-1} s + b_m}{(s + s_1)(s + s_2)^p(s^2 + as + b)(s^2 + cs + d)^q} \ldots (n > m) \quad (2.125)$$

Then the partial fraction expansion will be of the form:

$$\frac{f(s)}{g(s)} = \frac{A_1}{s + s_1} + \frac{B_1}{(s + s_2)^2} + \frac{B_2}{(s + s_2)^2} + \ldots + \frac{B_p}{(s + s_2)^p} + \frac{C_1 s + D_1}{s^2 + as + b}$$

$$+ \frac{E_1 s + F_1}{s^2 + cs + d} + \frac{E_2 s + F_2}{(s^2 + cs + d)^2} + \ldots + \frac{E_q s + F_q}{(s^2 + cs + d)^q} \quad (2.126)$$

where $A_1; B_1; \ldots; B_p; C_1, D_1; E_1, F_1; \ldots; E_q, F_q$ are constants whose values are to be determined.

Two methods can be used to determine these constants. Method 1 is based on the fact that equations (2.125) and (2.126) are identical. Hence, by giving suitable values to $s$ or by equating coefficients of like terms, the constants may be determined. Method 2 is concerned with calculating the residue of each factor and in many cases is less complicated than method 1. A combination of the two approaches can be employed.

We can use an example to show how both methods work in expanding partial fractions. For method 1, we have:

$$\frac{(s^2 + 2s - 5)}{s(s + 1)(s + 5)^2} = \frac{A}{s} + \frac{B}{s + 1} + \frac{C}{s + 5} + \frac{D}{(s + 5)^2}$$

$$= \frac{A(s + 1)(s + 5)^2 + Bs(s + 5)^2 + Cs(s + 1)(s + 5)^2 + Ds(s + 1)}{s(s + 1)(s + 5)^2}$$

This leads to the following identity equality:

$$s^2 + 2s - 5 = A(s + 1)(s + 5)^2 + Bs(s + 5)^2 + Cs(s + 1)(s + 5)^2 + Ds(s + 1)$$

Equating the like terms, all unknown coefficients can be found.

For method 2, examine the following example:

$$\frac{f(s)}{g(s)} = \frac{f(s)}{(s + s_1)(s + s_2)(s + s_3)}$$

then the partial fraction expansion will be:
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\[
\frac{f(s)}{(s + s_1)(s + s_2)(s + s_3)^k} = \frac{A}{s + s_1} + \frac{B}{s + s_2} + \frac{C_1}{s + s_3} + \ldots + \frac{C_k}{(s + s_3)^k}
\]

where constants \(A, B, C_1, \ldots C_k\) are called residues. They can be conveniently found by the following operations:

\[
A = \frac{f(s)}{(s + s_1)(s + s_2)(s + s_3)^k}(s + s_1)|_{s = -s_1}
\]

\[
B = \frac{f(s)}{(s + s_1)(s + s_2)(s + s_3)^k}(s + s_2)|_{s = -s_2}
\]

\[
C_k = \frac{f(s)}{(s + s_1)(s + s_2)(s + s_3)^k}(s + s_3)^k|_{s = -s_3}
\]

\[
C_{k-1} = \frac{d}{ds} \frac{f(s)}{(s + s_1)(s + s_2)(s + s_3)^k}(s + s_3)^k|_{s = -s_3}
\]

If complex numbers are to be used, then polynomials such as \(s^2 + cs + d\) can be factorized further to be in \((s + x + jy)(s + x - jy)\) form. Thus, polynomial \(g(s)\) will become a product of first order polynomials only.

2.10 Laplace transform and transfer function

In modal analysis, we are concerned with differential equations that inherit physical meanings. There is a systematic technique for finding the solutions of differential equations. This technique is called the Laplace transform. For a time domain function \(f(t)\), the transform is defined and denoted by:

\[
F(s) = \mathcal{L}(f(t)) = \lim_{n \to \infty} \int_0^n f(t)e^{-st} dt
\]  

(2.127)

In the context of vibration and modal analysis, this limit exists. The Laplace transform is a function of \(s\) that is called the Laplace variable. In fact, the integration constitutes a transformation from the time domain signal \(f(t)\) to the \(s\) domain.

For example,

\[
\mathcal{L}(e^{-at}) = \lim_{n \to \infty} \int_0^n e^{-at}e^{-st} dt = \frac{1}{s + a}
\]  

(2.128)

The actual Laplace transform is often done using the Laplace transform table. Therefore, there is no need to be stringently fluent with finding the Laplace transform of a time domain function. However, some properties of the Laplace transform are useful in modal analysis. If \(\mathcal{L}\{f(t)\} = F(s)\), then the following properties exist:

1. Linearity \(\mathcal{L}(c_1f_1(t) + c_2f_2(t)) = c_1F_1(s) + c_2F_2(s)\)

2. Shifting \(\mathcal{L}(e^{at}f(t)) = F(s - a)\)
(3) Scale \( \mathcal{L}(f(at)) = \frac{1}{a} F\left(\frac{s}{a}\right) \)

(4) Derivatives
\[
\mathcal{L}\left(\frac{d(f(t))}{dt}\right) = sF(s) - F(0), \quad \mathcal{L}\left(\frac{d^2(f(t))}{dt^2}\right) = s^2 F(s) - sF(0) - \frac{dF(0)}{ds}
\]

(5) Integrals \( \mathcal{L}\left(\int_0^s f(h) \, dh\right) = \frac{F(s)}{s} \)

For example, if \( \mathcal{L}(\cos 2t) = \frac{s}{s^2 + 4} \), then \( \mathcal{L}(e^{-t} \cos 2t) = \frac{s + 1}{(s + 1)^2 + 4} \).

The inverse Laplace transform is defined as:
\[
f(t) = \mathcal{L}^{-1}(F(s)) = \lim_{n \to \infty} \int_0^n F(s)e^{st} \, ds
\]

(1) Shifting \( L^{-1}(F(s - a)) = e^{at} f(t) \)

(2) Scale \( L^{-1}(F(as)) = \frac{1}{a} f\left(\frac{t}{a}\right) \)

(3) Derivatives \( L^{-1}\left(\frac{d^n f(s)}{ds^n}\right) = (-1)^n t^n f(t) \)

(4) Integrals \( L^{-1}\left(\int_0^s f(h) \, dh\right) = \frac{f(t)}{t} \)

For example, \( L^{-1}\left(\frac{s + 1}{s^2 + 2s + 5}\right) = L^{-1}\left(\frac{s + 1}{(s + 1)^2 + 4}\right) = e^{-t} \cos 2t. \)

An important use of Laplace transform in modal analysis is to convert a differential equation into an algebraic equation. For a SDoF system as shown in Figure 2.2:

Figure 2.2 A SDoF system

The equation of motion can be written as:
\[
m\ddot{x}(t) + c\dot{x}(t) + kx(t) = P(t)
\]

(2.129)
Assuming all initial conditions are zero, we can apply the Laplace transform on the equation, yielding an algebraic equation:

\[ ms^2 X(s) + csX(s) + kX(s) = P(s) \]  
(2.130)

The response of the system becomes:

\[ X(s) = \frac{1}{ms^2 + cs + k} P(s) \]  
(2.131)

The transfer function of the system, which defines the relationship between the force input and response in displacement, can be found as:

\[ G(s) = \frac{X(s)}{P(s)} = \frac{1}{ms^2 + cs + k} \]  
(2.132)

This transfer function becomes the frequency response function when only the imaginary part of the \( s \) operator is considered:

\[ G(j\omega) = \frac{X(j\omega)}{P(j\omega)} = \frac{1}{-m\omega^2 + c\omega + k} \]  
(2.133)

This is the same result one would get by solving the equation of motion as a differential equation. The Laplace transform can also be applied to differential equations for an MDoF system.

### 2.11 Fourier series and Fourier transform

Fourier series is an ingenious representation of a periodic function. For a periodic time domain function \( x(t) \) with period \( T \), we have:

\[ x(t) = x(t + nT) \]  
(2.134)

Mathematically, it can be shown that \( x(t) \) consists of a number of sinusoids with frequencies multiple to a fundamental frequency. This fundamental frequency \( f \) is dictated by the period such that \( f = \frac{1}{T} \). The contribution to \( x(t) \) by a sinusoid with frequency \( f_k \) is \( X(f_k) e^{-j2\pi ft_k} \). The amplitude of the \( k \)th sinusoid can be determined by:

\[ X(f_k) = \frac{1}{T} \int_{-T/2}^{T/2} x(t) e^{-j2\pi ft_k} dt \]  
(2.135)

This component is usually a complex quantity with its amplitude and phase. The term \( e^{-j2\pi ft_k} \) represents a unit vector rotating at a frequency of \( \frac{k}{T} \). This integral shows that the component in signal \( x(t) \) that has frequency as \( kf = \frac{k}{T} \) will be ‘frozen’ at the rotating frequency of the unit vector, thus posing a non-zero value after the integration. Those other components will become zero after the integration over the whole period.

A periodic signal consists of the summation of the components at all frequencies:
Each frequency component $X(f_k)$ is a complex quantity. However, $x(t)$ is a real quantity. This is because $X(f_k)$ and $X(-f_k)$ are a pair of complex conjugates. The product of these two is the power the signal has at frequency $f_k$:

$$P_X(f_k) = X(f_k)X(-f_k) = X(f_k)X^*(f_k)$$

(2.137)

Summation of the power at different frequencies will produce the total power of the signal. Each power component will have amplitude information only. The phase information vanishes.

When the period approaches infinity, $x(t)$ becomes a non-periodic signal. The Fourier series defined in equation (2.135) becomes the Fourier transform:

$$X(f) = \int_{-\infty}^{\infty} x(t)e^{-j2\pi ft} dt$$

(2.138)

If we separate the real and imaginary parts of $X(f)$, we have:

$$X_{Re}(f) = \int_{-\infty}^{\infty} x(t) \cos 2\pi ft dt \quad X_{Im}(f) = \int_{-\infty}^{\infty} x(t) \sin 2\pi ft dt$$

(2.139, 140)

The inverse Fourier transform returns $X(f)$ to time domain:

$$x(t) = \int_{-\infty}^{\infty} X(f)e^{j2\pi ft} df$$

(2.141)

### 2.12 Variable separation method for partial differential equations

The variable separation method is a very useful method for dealing with differential equations of continuous vibratory structures such as beams, plates and strings. The method can be described conveniently by using an example of a vibrating beam. Consider the dynamic diagram of a small section of a beam under load $f(x, t)$, as shown in Figure 2.3. The element endures shear force $Q$ and bending moment $M$.

**Figure 2.3** A small element of the beam and its dynamic diagram
The equation of motion at the ‘y’ direction can be derived using Newton’s second law as:

\[ Q - \left( Q + \frac{\partial Q}{\partial x} dx \right) + f(x, t) dx = dx \rho A(x) \frac{\partial^2 y}{\partial t^2} \]  \hspace{1cm} (2.142)

or

\[ \rho A(x) \frac{\partial^2 y}{\partial t^2} + \frac{\partial Q}{\partial x} = f(x, t) \]  \hspace{1cm} (2.143)

Here, \( \rho \) is the density of the material and \( A(x) \) the cross-section. Likewise, the equation of motion for moments about the ‘y’ axis passing through point \( P' \) can be derived as:

\[ \frac{\partial M}{\partial x} = Q \]  \hspace{1cm} (2.144)

Therefore, we have the following equation for the beam section:

\[ \rho A(x) \frac{\partial^2 y}{\partial t^2} + \frac{\partial^2 M}{\partial x^2} = f(x, t) \]  \hspace{1cm} (2.145)

From the elementary bending theory of a beam, we know that the relationship between bending moment and deflection can be expressed as:

\[ M = EI(x) \frac{\partial^2 y}{\partial x^2} \]  \hspace{1cm} (2.146)

Here, \( E \) is Young’s modulus and \( I(x) \) the second moment of area of the beam cross-section about the \( y \) axis. This leads to:

\[ \rho A(x) \frac{\partial^2 y}{\partial t^2} + \frac{\partial^2}{\partial x^2} \left( EI(x) \frac{\partial^2 y}{\partial x^2} \right) = f(x, t) \]  \hspace{1cm} (2.147)

For a uniform beam with no external forces, this equation reduces to:

\[ c^2 \frac{\partial^2}{\partial x^2} \left( \frac{\partial^2 y}{\partial x^2} \right) + \frac{\partial^2 y}{\partial t^2} = 0 \hspace{1cm} c^2 = \frac{EI}{\rho A} \]  \hspace{1cm} (2.148)

The free vibration solution of the beam can be found from equation (2.148) by using the variable separation method. The essence of the method is to assume that the solution of the differential equation, which is a function of both spatial variable \( x \) and time variable \( t \), can be separated into a product of a spatial function and time function only:

\[ y(x, t) = Y(x)T(t) \]  \hspace{1cm} (2.149)

This separation, when introduced into equation (2.148), leads to:

\[ \frac{c^2}{Y(x)} \frac{d^4 Y(x)}{d x^4} = \omega^2 \]  \hspace{1cm} (2.150)

\[ \frac{-1}{T(t)} \frac{d^2 T(t)}{d t^2} = \omega^2 \]  \hspace{1cm} (2.151)
These equations can be written as:

\[
\frac{d^4 Y(x)}{dx^4} - \beta^4 Y(x) = 0 \quad \left( \beta^4 = \frac{\omega^2}{c^2} = \frac{\rho A \omega^2}{EI} \right) \tag{2.152}
\]

\[
\frac{d^2 T(t)}{dt^2} + \omega^2 T(t) = 0 \tag{2.153}
\]

Thus, equation (2.148) as a partial differential equation is now converted into two normal differential equations with spatial and time functions separated into one equation each. The solution of equation (2.152) will reveal the mode shape of the continuous structure and the solution of equation (2.153) provides the physical animation of the mode shape in the time domain.

### 2.13 Poles and zeros of a polynomial function

Poles and zeros of a polynomial function dictate its behaviour. For a dynamic system, the function is most often the frequency response function (with frequency \( \omega \) as the variable) or the transfer function (with Laplace operator \( s \) as the variable). Poles of a frequency response function are the frequency roots of the denominator – the natural frequencies. Zeros are those frequency roots of the numerator that signify the presence of a nodal point for the system.

If a frequency response function can be written as the ratio of two polynomials:

\[
H(\omega) = \frac{N(\omega)}{D(\omega)} \tag{2.154}
\]

then the roots of \( N(\omega) \) are the zeros of \( H(\omega) \) and the roots of \( D(\omega) \) are the poles of \( H(\omega) \). Analytically it can be shown that the poles of the FRFs of a dynamic system are identical while the zeros from different FRFs of the same dynamic system are different.

If \( H(\omega) \) is expressed as:

\[
H(\omega) = \frac{N_1(\omega)}{D(\omega)} + \frac{N_2(\omega)}{D(\omega)} \tag{2.155}
\]

then the roots of neither \( N_1(\omega) \) nor \( N_2(\omega) \) are the zeros for \( H(\omega) \). Only \( N_1(\omega) + N_2(\omega) \) gives the zeros.

### 2.14 State–space concept

A state–space model is a different representation of the input–output relationship compared to the transfer or frequency response function approach. This model was developed in the 1960s to satisfy increasingly stringent requirements to study large-scale dynamic systems with computers. The model was based on the concept of state which had been in existence in the field of classical dynamics but had not been used in the same way for the state–space model.
The state of a dynamic system is the smallest set of variables (state variables) which, together with the future inputs to the system, can determine the dynamic behaviour of the system. In analytical terms, this means that the state at time \( t \) is uniquely determined by the state at time \( t_0 \) and the inputs for \( t \geq t_0 \). It is independent of the state and inputs before \( t_0 \). If we choose the reference time \( t_0 \) to be zero, this means that a linear time-variable dynamic system is causal.

There are advantages of using a state–space model for studying a dynamic system. This model is able to represent the internal characteristics (this will be made clear in the following). It formulates equations of simplicity in a form which is not suitable for computation. In addition, it is often easier to optimize a dynamic system using this model.

It is convenient to use a simple SDoF system to illustrate the establishment of the state–space model for a dynamic system. The SDoF system is governed by:

\[
my'' + cy' + ky = f(t) 
\]

or

\[
m\ddot{y} = f(t) - c\dot{y} - ky 
\]

Using the Laplace transform and ignoring initial conditions, the transfer function of the system can be derived as:

\[
G(s) = \frac{Y(s)}{F(s)} = \frac{1}{ms^2 + cs + k} 
\]

This is the classical representation of the dynamic system. However, by selecting two new variables as: \( x_1(t) = y(t) \) and \( x_2(t) = \dot{x}_1(t) \), equation (2.157) becomes:

\[
\dot{x}_2(t) = \frac{1}{m}f(t) - \frac{c}{m}x_2(t) - \frac{k}{m}x_1(t) 
\]

Then, the following equations, which use only the first derivatives, can be used to represent the dynamics of the system. They are called the state equations:

\[
\begin{bmatrix} \dot{x}_1(t) \\ \dot{x}_2(t) \end{bmatrix} = \begin{bmatrix} 0 & 1 \\ -\frac{k}{m} & -\frac{c}{m} \end{bmatrix} \begin{bmatrix} x_1(t) \\ x_2(t) \end{bmatrix} + \begin{bmatrix} 0 \\ \frac{1}{m} \end{bmatrix} f(t) 
\]

\[
y(t) = \begin{bmatrix} 1 & 0 \end{bmatrix} \begin{bmatrix} x_1(t) \\ x_2(t) \end{bmatrix} 
\]

This example has shown the steps of establishing the state–space model for a dynamic system. The model is described using the state–space equations. These equations comprise state variables. For a multi-input and multi-output system we can define \( n \) state variables \( x_1(t), x_2(t), \ldots, x_n(t) \) such that each variable is the integrator of the one after it in the time domain. In addition, assume the system has \( r \) inputs as \( u_1(t), u_2(t), \ldots, u_r(t) \) and \( p \) outputs as \( y_1(t), y_2(t), \ldots, y_p(t) \). We can derive the following state–space equations:

\[
\{\dot{x}(t)\} = [A]\{x(t)\} + [B]\{u(t)\} 
\]

\[
\{y(t)\} = [C]\{x(t)\} + [D]\{u(t)\} 
\]
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Here, \( \{x(t)\} \) is the \( n \times 1 \) state vector; \( [A] \) is the \( n \times n \) system matrix; \( [B] \) is the \( n \times r \) input matrix; \( \{u(t)\} \) is the \( r \times 1 \) input vector; \( \{y(t)\} \) is the \( p \times 1 \) output vector; \( [C] \) is the \( p \times n \) output matrix; \( [D] \) is the \( p \times r \) coupling matrix between inputs and outputs.

Equation (2.162) is known as the system (or state) equation while equation (2.163) as the output equation. The system equation only contains the first order derivative and the output equation has no derivatives. A real life dynamic system such as a vibratory structure usually has insignificant or no coupling between the inputs and outputs. Thus, \( [D] \) is null. For a single input case, \( [B] \) is reduced to a column vector. For a single output case (this can be for a multi-output system but only one particular output is of interest), \( [C] \) is reduced to a row vector.

The state–space model can also be derived from the transfer function of a system rather than from its differential equations, as done before. This needs a tool called a simulation diagram (Figure 2.4). The basic element of this diagram is the integrator which represents the time and frequency domains respectively as:

\[
Y(t) = \int x(t) \, dt \tag{2.164}
\]

\[
Y(s) = \frac{1}{s} X(s) \tag{2.165}
\]

The simulation diagram in Figure 2.4 represents this transfer function.

For the SDoF system, the differential equation can be recast as:

\[
\ddot{y}(t) = -\frac{B}{M} \dot{y}(t) - \frac{K}{M} y(t) + \frac{1}{M} f(t) \tag{2.166}
\]

The transfer function can be written as:

\[
G(s) = \frac{1}{M s^{-2}} \frac{1}{1 + \frac{B}{M} s^{-1} + \frac{K}{M}} \tag{2.167}
\]

The simulation diagram in Figure 2.5 represents this transfer function.

The transfer function can be derived from the state–space equations. For a system with the following state–space equations:
the Laplace transform (ignoring initial conditions) reveals:
\[ s\{X(s)\} = [A]\{X(s)\} + [B]\{U(s)\} \]  
(2.169)
or
\[ \{X(s)\} = (s[I] - [A])^{-1}[B]\{U(s)\} \]  
(2.170)
Since \( \{Y(s)\} = [C]\{X(s)\} \), the equation becomes:
\[ \{Y(s)\} = [C](s[I] - [A])^{-1}[B]\{U(s)\} \]  
(2.171)
This leads to the following expression for the transfer function:
\[ \{G(s)\} = [C](s[I] - [A])^{-1}[B] \]  
(2.172)
For a single input–single output
\[ G(s) = [C](s[I] - [A])^{-1}[B] \]  
(2.173)
The eigenvalues of \([A]\) are the poles of \(G(s)\).

### 2.15 Time series analysis

Time series analysis is an alternative to spectral analysis. For some vibration studies, spectral analysis may be impaired by the short time record of the data or by the energy leakage caused by windowing. Time series analysis establishes a mathematical model from the measured time domain data based on the finite difference concept. It is not restricted by a short data record. A number of mathematical models can be established from time series data. We shall start the introduction from the linear regression model of measured data.

A linear regression model of two groups of measured data reveals the correlation between them. Assume for a dynamic system, the observation of the input are a set
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of independent measurements $x_i$ and the output another set of independent and random measurements $y_i$ $(i = 1, 2, \ldots, N)$. The simplest linear regression model between the input and output of the system can be described mathematically as a linear relation:

$$y_i = \beta_0 + \beta_1 x_i + \epsilon_i$$  \hspace{1cm} (2.174)

Here, the residue $\epsilon_i(i = 1, 2, \ldots, N)$ deserves special attention. First, they are independent of each other. Second, it is independent of variable $x_i$. Third, it is assumed to be a random variable normally distributed. Equation (2.174) shows that the random output of the system $y_i$ consists of two parts: the deterministic part as $\beta_1 x_i$ and the random part as $\epsilon_i$. When $\epsilon_i$ becomes zero, we see the familiar linear relation between the two sets of data. The least square solution for parameters is:

$$\hat{\beta}_1 = \frac{\sum_{i=1}^{N} (y_i - \bar{y})(x_i - \bar{x})}{\sum_{i=1}^{N} (x_i - \bar{x})}$$  \hspace{1cm} (2.175)

$$\hat{\beta}_0 = \bar{y} - \hat{\beta}_1 \bar{x}$$  \hspace{1cm} (2.176)

The model described in equation (2.174) can be extended if the single variable $x_i$ becomes multi-variables $(x_{i1}, x_{i2}, \ldots, x_{ri})$:

$$y_i = \beta_0 + \beta_{11} x_{i1} + \beta_{21} x_{i2} + \ldots + \beta_{r1} x_{ri} + \epsilon_i$$  \hspace{1cm} (2.177)

The output $y_i$ also consists of two parts: the deterministic part as $\beta_{11} x_{i1} + \beta_{21} x_{i2} + \ldots + \beta_{r1} x_{ri}$ and the random part as $\epsilon_i$. When $\epsilon_i$ becomes zero, the least squares solution for the parameters is:

$$\{\hat{\beta}\} = ([X]^T [X])^{-1} [X]^T \{Y\}$$  \hspace{1cm} (2.178)

where

$$\{Y\} = \begin{bmatrix} y_1 \\ y_2 \\ \vdots \\ y_N \end{bmatrix},$$  \hspace{1cm} (2.179)

$$[X] = \begin{bmatrix} 1 & x_{i1} & x_{i2} & \cdots & x_{r1} \\ 1 & x_{i2} & x_{i2} & \cdots & x_{r2} \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 1 & x_{iN} & x_{iN} & \cdots & x_{rN} \end{bmatrix},$$  \hspace{1cm} (2.180)

$$\{\hat{\beta}\} = \begin{bmatrix} \hat{\beta}_1 \\ \hat{\beta}_2 \\ \vdots \\ \hat{\beta}_N \end{bmatrix}$$  \hspace{1cm} (2.181)
2.15.1 AR model

The linear regression model presented in equation (2.174) was for the correlation between two sets of time series data. Let us now consider a random process quantified by a smooth time series \( x_i \) (\( i = 1, 2, \ldots, N \)) only and use the equation for the correlation of the data in the series, then equation (2.174) can be rewritten as:

\[
x_i = \phi_1 x_{i-1} + a_i \tag{2.182}
\]

This equation, although similar in appearance to equation (2.174), represents a crucial change. It describes the internal dynamic correlation of a random process. It is a typical finite difference equation. This model is known as an auto-regression (AR) model. Since \( x_i \) is correlated only with one \( x_{i-1} \), the model is also called an AR(1) model. The auto-regression coefficient \( \phi_1 \) is a constant. The residue \( a_i \) (\( i = 1, 2, \ldots, N \)) is independent within its series \{\( a_i \}\} and of the time series \{\( x_i \}\}. Using the regression operator \( B \) such that \( x_{i-1} = B x_i \), equation (2.182) can be recast as:

\[
x_i = \frac{1}{1 - \phi_1 B} a_i \tag{2.183}
\]

This is equivalent to a first order system with white noise input \( a_i \) and random output \( x_i \). The transfer function of the system is \( \frac{1}{1 - \phi_1 B} \).

The AR(1) model can be extended if \( x_i \) is correlated with more than one previous record. For example, an AR(2) model means that \( x_i \) is correlated with both \( x_{i-1} \) and \( x_{i-2} \):

\[
x_i = \phi_1 x_{i-1} + \phi_2 x_{i-2} + a_i \tag{2.184}
\]

This AR model harbours a fundamental concern, i.e. how can \( x_i \) be correlated with \( x_{i-1} \) yet does not rely on \( a_{i-1} \), as \( x_{i-1} \) does. To address this concern, we need to expand the AR model to its new dimension, as described below.

2.15.2 ARMA model

The AR(1) model was designed for a smooth and normally distributed time series with zero average \{\( x_i \}\}. It assumes that at a given moment the value in the time series \( x_i \) only correlates with the value a moment before, i.e. \( x_{i-1} \) (or more). For a dynamic system, this is a bold assumption, since the behaviour of the system such as the impulse response will tend to carry on for a while. If \( x_i \) is not correlated with \( x_{i-1} \) only and the residue series \{\( a_i \}\} is not white noise, then the AR(1) model becomes invalid.

If \( x_i \) is correlated with not only \( x_{i-1} \), but also \( x_{i-2} \), then it will also be correlated with \( a_{i-1} \). Therefore, this time we can express \( x_i \) as:

\[
x_i = \phi_1 x_{i-1} + \phi_2 x_{i-2} - \theta_1 a_{i-1} + a_i \tag{2.185}
\]

or

\[
x_i - \phi_1 x_{i-1} - \phi_2 x_{i-2} = -\theta_1 a_{i-1} + a_i \tag{2.186}
\]

Equation (2.186) shows that the value \( x_i \) in the time series \{\( x_i \}\} depends on two immediately previous values \( x_{i-1} \) and \( x_{i-2} \), and two residues \( a_i \) and \( a_{i-1} \). Here the
residues still follow the characteristics outlined in the AR(1) model. The left-hand side of equation (2.186) is an AR model with \( \phi_1 \) and \( \phi_2 \) being the regression coefficients. The right-hand side is called the moving average (MA) model with \( \theta_1 \) being the moving average coefficient. Since \( x_i \) correlates with two previous values and relies on one previous residue, the model in equation (2.186) is called an ARMA(2,1) model. Obviously, this model can be extended if more correlated quantities are involved.

The inclusion of the term \(-\theta_1 a_{i-1}\) signifies a fundamental change from the AR model. It means a dynamic system moving from moment ‘\(i−1\)’ to moment ‘\(i\)’ is able to memorize the input happened at moment ‘\(i−1\)’, i.e. \(a_{i-1}\). As a result, the output at moment ‘\(i\)’, \(x_i\), is determined not only by the current input \(a_i\) but also by the previous input \(a_{i-1}\). Therefore, if the AR model is seen as a static model, then the ARMA model is a dynamic model with memory to the past.

The essence of an ARMA model is that the random value \(x_i\) is decomposed into two parts: the deterministic and dependent part characterized by \(\phi_1 x_{i-1} + \phi_2 x_{i-2} - \theta_1 a_{i-1}\), and the random and independent part denoted as \(a_i\). By using the regression operator \(B\), we can transform the ARMA model, as we did for the AR model, into:

\[
x_i = \frac{1 - \theta_1 B}{1 - \phi_1 B - \phi_2 B^2}a_i
\]  
(2.187)

This means that physically the ARMA model transforms a self-dependent smooth time series \(\{x_i\}\) into a mutually independent time series \(\{a_i\}\). If time series \(\{a_i\}\) is the white noise type of random input to a linear system with transfer function

\[
\frac{1 - \theta_1 B}{1 - \phi_1 B - \phi_2 B^2},
\]

then the output of the system will be time series \(\{x_i\}\).

The ARMA(2,1) model can be expanded into an ARMA \((n, m)\) model as characterized by the following equation:

\[
x_i = \sum_{r=1}^{n} \phi_r x_{i-r} - \sum_{s=1}^{m} \theta_s a_{i-s} + a_i
\]  
(2.188)

The transfer function counterpart of this ARMA \((n, m)\) model using the regression operator \(B\) will be:

\[
x_i = \frac{1 - \sum_{s=1}^{m} \theta_s B^s}{1 - \sum_{r=1}^{n} \phi_r B^r}
\]  
(2.189)

The physical interpretation of the ARMA \((n, m)\) model is also important to understand the model. As before, such a model decomposes the response \(x_i\) into two parts: the deterministic and dependent part characterized by \(\sum_{r=1}^{n} \phi_r x_{i-r} - \sum_{s=1}^{m} \theta_s a_{i-s}\) and the random and independent part denoted as \(a_i\). For a dynamic system, at time ‘\(i\)’, \(\sum_{r=1}^{n} \phi_r x_{i-r} - \sum_{s=1}^{m} \theta_s a_{i-s}\) consists of the quantities already happened in history. Therefore, they are deterministic. At the same time, \(a_i\) represents a current random input or disturbance. The nature of normal distribution of the output \(x_i\) is due to the same nature exhibited by \(a_i\).
2.16 The z-transform

The z-transform takes discrete time domain signals into a complex-variable frequency domain. This resembles the Laplace transform which takes continuous time domain signals into a complex frequency domain. For signal processing, discrete time domain signals are often the data to be processed.

Unlike many other transforms, the z-transform is named after a letter of the alphabet rather than a mathematician. It was initially proposed to solve linear and constant difference equations from sampled signal or sequence. With the advent of digital computers, this transform found its niche in engineering.

Assume we deal with a time domain real function \( f(t) \) through its sample values at \( t = 0, 1, 2, \ldots, n \):

\[
f(0) f(1) f(2) \ldots f(n)
\]

Then the following polynomial is referred to as the z-transform of \( f(t) \):

\[
F(z) = f(0) + f(1)z^{-1} + f(2)z^{-2} + \ldots + f(n)z^{-n}
\tag{2.190}
\]

Here, \( z \) is a complex variable.

The sampling of function \( f(t) \) can be seen as the work of a series of impulse strings. Thus, the discretized function \( f(t) \) can be represented by:

\[
x(t) = f(0) \delta(t) + f(1) \delta(t-1) f(2) \delta(t-2) + \ldots + f(n) \delta(t-n)
\tag{2.191}
\]

Taking the Laplace transform of this function, we have:

\[
X(s) = \int_{-\infty}^{\infty} x(t)e^{-st} \, dt = \sum_{n=0}^{\infty} f(n)e^{-nst}
\tag{2.192}
\]

Let \( z = e^{-st} \), we have:

\[
X(s) = \int_{-\infty}^{\infty} x(t)e^{-st} \, dt = \sum_{n=0}^{\infty} f(n)z^{-n}
\tag{2.193}
\]

This happens to be the z-transform of function \( f(t) \). Therefore, we define the z-transform of a time series \( x(n) \) as:

\[
Z\{x(n)\} = X(z) = \sum_{n=-\infty}^{\infty} x(n)z^{-n}
\tag{2.194}
\]

where \( z \) is a complex variable. If the time function is causal (in most cases the signals from a dynamic system are causal), then the z-transform becomes one-sided:

\[
Z\{x(n)\} = X(z) = \sum_{n=0}^{\infty} x(n)z^{-n}
\tag{2.195}
\]

For example, a unit step function is characterized as \( x(n) = 1 \) for \( n \geq 0 \). So its z-transform becomes:

\[
X(z) = \sum_{n=0}^{\infty} z^{-n} = \frac{1}{1 - z^{-1}}
\]
3.1 Modelling of a vibration problem using mathematical models

Vibration problems can be simple or complicated. Vibration theory rarely applies directly to a real structure with the exception of those structures whose dynamics can be described accurately by a finite number of partial differential equations. This is because theory is usually developed for an idealized version of a real problem with various assumptions. Not all of these assumptions can be spelled out clearly. The process of idealizing a real structure before analysis can proceed is mathematical modelling for the structure.

The model from the process of idealization for a real structure is not unique. The need to derive a model that is simple, effective and easy for theoretical analysis is a challenge to be met by experiences as well as by the depth of comprehension of dynamics. For modal analysis, the mathematical model is often a discretized one with a finite number of coordinates. The continuous behaviour, such as mode shapes, is represented using a selected spatial resolution. Thus, the model is often presented by a number of ordinary differential equations. Upon Laplace or Fourier transform, these equations can be converted to algebraic equations. This highlights the need for matrix algebra in modal analysis. The finiteness of a mathematical model also explains the reliance of modal analysis on the theory of an MDoF system.

3.2 Basic concepts of vibration

Vibration is a motion that repeats itself. This repetition may or may not perpetuate. The repetition also does not have to be a literal duplication. Some vibration can repeat itself in a statistical sense.

Contrary to a general perception, the vital elements for vibration are not the presence of inertial and elastic components such as mass and spring. Since vibration can be regarded as the transfer between the kinetic energy and potential energy, a vibratory system has to include a means of storing (and releasing) both energies. The former is often done by a mass and the latter by a spring. A mass connected to a horizontal spring shown in Figure 3.1 is a typical vibratory system. The mass is the component responsible for kinetic energy while the spring is that for potential energy. A pendulum is also a typical example of a vibratory system. This system does
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not have a spring-like component for potential energy. In fact, the mass plays a dual role for both kinetic energy and potential energy. This is an example to contend the perception that a vibratory system has to have both mass and stiffness components.

To be able to study the vibration of a dynamic system, it is essential to know how many degrees of freedom the system has before analysis proceeds. The number of the degrees of freedom of a vibratory system is defined as the minimum number of independent coordinates required to determine completely the motion of all parts of the system at any instant of time.

For example, the mass–spring system in Figure 3.2 has two mass blocks, each being able to move independently. A simple test of ‘fixing’ one mass will see clearly that the other can still move physically. Therefore, there are 2 degrees of freedom for this system. The degrees of freedom can be represented by different coordinates. For the mass–spring system, the two coordinates used for analysis can be either $x_1$ or $x_2$, or they can be $x_1$ and $(x_1 - x_2)$, or even other choices. A different selection of coordinates will lead to different equations of motion. However, since we are dealing with the same system, we should expect the natural frequencies derived from these different equations to be the same, regardless the choice of coordinates.

There are different ways of classifying the types of vibration. These classifications may overlap. Table 3.1 summarizes these vibrations and their brief descriptions.

3.3 Free vibration of an SDoF system

The study of the free vibration of an SDoF system can commence from its equation of motion. The simple mass–spring system shown in Figure 3.3 is an example.
With the displacement $x$, Newton’s second law of motion derives the following equation:

$$m\ddot{x}(t) = -kx(t)$$

or

$$m\ddot{x} + kx = 0$$

(3.1)

where dots on the top of the variable represent derivatives with respect to time. The square root of the ratio of stiffness and mass is defined as the natural frequency of the system:

$$\omega_0 = \sqrt{\frac{k}{m}} \text{ rad/sec}$$

(3.2)

Contrary to the perception, it is not accurate to say that the natural frequency of such a system depends on its mass and stiffness. The frequency actually depends only on the ratio of them. Therefore, we can have systems sharing the same natural frequency when mass and stiffness quantities differ. Equation (3.1) can also be derived using the energy approach. Since the system does not have energy dissipation or input, the total amount of energy at any given moment is a constant. By estimating both the potential energy $U = \frac{1}{2} kx^2$ and kinetic energy $T = \frac{1}{2} m\dot{x}^2$ at a moment with displacement $x$, we can have the following equation:

$$\frac{1}{2} mx^2 + \frac{1}{2} kx = \text{const}$$

(3.3)
The derivative of the equation with respect to time yields equation (3.1). The same outcome will arrive using the Lagrange equation (introduced later in this chapter).

The free vibration response of the SDoF system is dictated by the initial displacement \( x(0) \) and initial velocity \( \dot{x}(0) \):

\[
x(t) = \frac{\dot{x}(0)}{\omega_0} \sin \omega_0 t + x(0) \cos \omega_0 t
\]

(3.4)

This solution shows that the SDoF system always chooses its own natural frequency for its free vibration. This conclusion is also correct for a linear MDoF system except the system tends to choose all its natural frequencies for its free vibration.

### 3.4 Harmonic vibration of an SDoF system

Harmonic vibration of an SDoF system is the most fundamental type of vibration and is the building blocks for more sophisticated types of vibration. From Fourier series we know that a periodic vibration consists of a finite number of simple harmonic vibrations whose frequencies are multiples of a fundamental frequency. From Fourier transform we appreciate that a non-periodic vibration, which can be viewed as a periodic vibration whose period is infinity, consists of an infinite number of harmonic vibrations covering every frequency within a range.

Before discussing the harmonic vibration of an SDoF system, it is useful to refresh the features of a simple harmonic signal. A time domain harmonic signal \( x(t) \) with period \( T \) and circular frequency \( \omega \left( \omega = \frac{2\pi}{T} \right) \) can be seen as the projection along the time axis of a vector of length \( X \) rotating counterclockwise, as shown in Figure 3.4.

![Figure 3.4 A harmonic signal generated by a rotating vector](image)

This time domain signal can be conveniently expressed as:

\[
x(t) = X \sin \omega t = X \sin (\omega t + nT) \quad n = 1, 2, \ldots
\]

(3.5)

If \( x(t) \) represents a displacement vibration signal, then the velocity and acceleration can be determined from its first and second order derivatives with respect to time.
Owing to the simplicity of the sinusoidal function, both the amplitudes and the relative phases of the velocity and acceleration can be determined from those of the displacement. The amplitudes and relative phases between the displacement, velocity and acceleration can be written as:

\[
\dot{x} = \omega x \\
\ddot{x} = \omega \dot{x} \\
\theta_x = \theta_x + \frac{\pi}{2}
\]

and

\[
\dot{\theta}_x = \dot{\theta}_x + \frac{\pi}{2} = \dot{\theta}_x + \pi
\]

Using complex variables, equations (3.6) and (3.7) can be combined. As a result, the displacement, velocity and acceleration can be related conveniently as follows:

\[
\dot{x}(t) = j\omega x(t)
\]

and

\[
\ddot{x}(t) = j\omega \dot{x}(t) = -X\omega^2 x(t)
\]

Here, ‘\(j\)’ is the imaginary unit.

Pure harmonic vibration of an SDoF system occurs in two possible occasions. The first is the free vibration of an SDoF system without damping (therefore no energy dissipation). This has been solved. The second is the vibration when the system is subjected to an external harmonic force. Assume now the system also has a viscous damper with damping value \(c\). This value is equal to the damping force quantity for a unit velocity. The system is subjected to an external harmonic force characterized as \(F_0 \sin \omega t\), as shown in Figure 3.5.

![Figure 3.5 An SDoF system subjected to a harmonic force input](image)

The equation of motion of the system can be derived as:

\[
m\ddot{x}(t) + c\dot{x}(t) + kx(t) = F_0 \sin \omega t
\]

We know from mathematics that the solution of this equation for the displacement vibration of the system is a harmonic function that is in the form of:

\[
x(t) = X \sin (\omega t + \varphi)
\]
This solution can be found conveniently using the features for harmonic vibration defined earlier in this section and vector summation. Since equation (3.9) is a vector summation, a vector diagram can be constructed in Figure 3.6.

The displacement amplitude $X$ and relative phase between the input force and vibration displacement $\varphi$ can be determined from the vector diagram. The displacement response of the SDoF system for the harmonic force input becomes:

$$\begin{align*}
x(t) &= \frac{F_0}{\sqrt{(k - m\omega^2)^2 + (c\omega)^2}} \sin \left( \omega t + \tan^{-1} \left( \frac{c\omega}{k - m\omega^2} \right) \right) \\
(3.11)
\end{align*}$$

Structural damping is an alternative damping model in vibration analysis. This damping is originated from the hysteresis property of stress–strain curves for metal materials. The damping force is proportional to the response amplitude with a 90 degrees phase difference. Equation (3.9) with structural damping will become:

$$\begin{align*}
m\ddot{x}(t) + kx(t) + jhx(t) = F_0 e^{j\omega t} \\
(3.12)
\end{align*}$$

where ‘$j$’ is the imaginary unit. The response is also harmonic. We can define $(k + jh)$ as the complex stiffness of the system and denote it $k_c$. Then equation (3.12) takes a very simple form:

$$\begin{align*}
m\ddot{x}(t) + k_c x(t) = F_0 e^{j\omega t} \\
(3.13)
\end{align*}$$

### 3.5 Vibration of an SDoF system due to an arbitrary force

The SDoF system may also be subjected to a non-harmonic excitation force. There are several mathematical methods available to derive the solution of the resultant vibration. The Laplace transform is a convenient method for deriving it. For an arbitrary force $f(t)$, the equation of motion can be derived as:

$$\begin{align*}
m\ddot{x}(t) + c\dot{x}(t) + kx(t) = f(t) \\
(3.14)
\end{align*}$$

Taking the Laplace transform and considering initial conditions will lead to the following solution for the displacement vibration:
\[ X(s) = \frac{F(s)}{ms^2 + cs + k} + \frac{(ms + c)x(0) + m\dot{x}(0)}{ms^2 + cs + k} \]  \hspace{1cm} (3.15)

Here, \( X(s) \) and \( F(s) \) are the Laplace transforms of the time function \( x(t) \) and \( f(t) \), respectively. For all zero conditions, the equation is reduced to:

\[ X(s) = \frac{F(s)}{ms^2 + cs + k} = G(s)F(s) \]  \hspace{1cm} (3.16)

This is a typical equation for a linear dynamic system where \( G(s) \) is called the transfer function of the system. The time domain vibration \( x(t) \) can be determined from the inverse Laplace transform of \( X(s) \).

### 3.6 Free and harmonically forced vibration of an MDoF system

Whenever possible, it is always helpful to compare the study of an MDoF system with that of an SDoF system. The study of free vibration of an MDoF system commences at its equations of motion, as it did for an SDoF system. For the sake of simplicity but without losing generality, we can use the simple 2DoF system shown in Figure 3.7 as the system for studying the free vibration of an MDoF system.

**Figure 3.7** A 2DoF system

When selecting \( x_1 \) and \( x_2 \) as the coordinates to describe the displacement vibration of the system, the equations of motion of the system can be derived as:

\[
\begin{align*}
\frac{m_1}{m_2} \ddot{x}_1 + (k_1 + k_2)x_1 - k_2x_2 &= 0 \\
\ddot{x}_2 - k_2x_1 + (k_2 + k_3)x_2 &= 0
\end{align*}
\]  \hspace{1cm} (3.17)

When combined together, this set of differential equations becomes a single matrix equation:

\[
\begin{bmatrix}
\frac{1}{m_1} & 0 \\
0 & \frac{1}{m_2}
\end{bmatrix}
\begin{bmatrix}
\ddot{x}_1 \\
\ddot{x}_2
\end{bmatrix} +
\begin{bmatrix}
(k_1 + k_2) & -k_2 \\
-k_2 & (k_2 + k_3)
\end{bmatrix}
\begin{bmatrix}
x_1 \\
x_2
\end{bmatrix} =
\begin{bmatrix}
0 \\
0
\end{bmatrix}
\]  \hspace{1cm} (3.18)

This matrix equation heralds a general form of matrix representation for an MDoF system:

\[
[M]\{\ddot{x}\} + [K]\{x\} = \{0\}
\]  \hspace{1cm} (3.19)
The free vibration solution is mathematically the non-trivial solution of equation (3.19). It should take the form as:

\[ \{x\} = \{X\} \sin \omega t \] (3.20)

This form of solution, when substituted into equation (3.19), will change it into a simple algebraic matrix equation:

\[ ([K] - \omega^2[M])\{X\} = \{0\} \] (3.21)

For this equation to have non-zero solution \{X\}, matrix \([K] - \omega^2[M]\) has to be singular so that:

\[ |[K] - \omega^2[M]| = 0 \] (3.22)

This is the characteristic equation of the system. The solutions of this equation are its natural frequencies. In fact, equation (3.21) represents an eigenvalue problem where \(\omega^2\) is the eigenvalue and \{X\} the eigenvector. The eigenvalue is actually the square of the natural frequency of the system and the eigenvector the mode shape. From equation (3.21) it is evident that mode shape \{X\} is not unique since any multiples of it satisfy the equation.

Using the 2DoF system as an example, equation (3.21) becomes:

\[
\begin{bmatrix}
  k_1 + k_2 - \omega^2 m_1 & -k_2 \\
 -k_2 & k_2 + k_3 - \omega^2 m_2
\end{bmatrix}
\begin{bmatrix}
  X_1 \\
  X_2
\end{bmatrix} = 
\begin{bmatrix}
  0 \\
  0
\end{bmatrix}
\]

The characteristic equation of the system is a quadratic equation for \(\omega^2\). The two roots of the equation \(\omega_1^2\) and \(\omega_2^2\) are the squares of the two natural frequencies \(\omega_1\) and \(\omega_2\). The mode shapes of the system can be determined as:

\[
\begin{align*}
\{X_1^{(1)}\} &= \begin{bmatrix} k_1 + k_2 - \omega_1^2 m_1 \\ k_2 \\ 1 \end{bmatrix} \\
\{X_1^{(2)}\} &= \begin{bmatrix} k_1 + k_2 - \omega_2^2 m_1 \\ k_2 \\ 1 \end{bmatrix}
\end{align*}
\]

The free vibration of the system becomes:

\[
\begin{align*}
x_1(t) &= X_1^{(1)} \sin \omega_1 t + X_1^{(2)} \sin \omega_2 t \\
x_2(t) &= X_2^{(1)} \sin \omega_1 t + X_2^{(2)} \sin \omega_2 t
\end{align*}
\] (3.26)

This free vibration is a linear combination of two harmonic vibrations with frequencies \(\omega_1\) and \(\omega_2\). Since two natural frequencies are usually not identical, the free vibration of a 2DoF system is periodic with two frequencies. The ‘amplitudes’ in equation (3.26) \(X_i^{(j)}\) \((i, j = 1, 2)\) are not fully determined because mode shapes are not uniquely determined. These ‘amplitudes’ will be quantified fully with the help of initial conditions. Since the free vibration \(x_i(t)\) \((i = 1, 2)\) consists of the contributions of mode 1 and mode 2, each being harmonic and SDoF like, the composition of SDoF behaviour in an MDoF system response is evident. This concept is important throughout the modal analysis development.
It is possible to design initial conditions such that only one of the two modes is excited. In this case, we see harmonic free vibration for the 2DoF system. However, this bears no generality. These observations for the 2DoF system can be extended to an MDoF system.

Having discussed the free vibration, it is now useful to look into the forced vibration of an MDoF system. Compared with an SDoF system, there are now varieties in forced vibration. For example, it is possible that the forces applied have different frequencies, phase angles, amplitudes, or a combination of them. As more than one coordinate is used, the relative phase among the coordinates becomes possible. To understand the essence of the forced vibration, we consider a simple case where the forcing functions have the same frequency and the phases among them are zero. This does not preclude the case that some of the forces may even have zero amplitude. If the forcing functions do have different frequencies, then we can always use the superposition principle to separate the case into several different cases of excitation frequency and sum up the response solutions.

The equation of motion for an MDoF system with a set of forcing functions having the same frequency $\omega$ and zero phases can be written as:

$$\{M\ddot{x}\} + \{K\}x = \{F\} \sin \omega t \tag{3.27}$$

Here, vector $\{F\}$ contains the amplitudes of the forcing functions. The assumption of harmonic response in equation (3.20) can still be used so that equation (3.27) can be converted into an algebraic equation:

$$([K] - \omega^2[M])\{X\} = \{F\} \tag{3.28}$$

The forced vibration response of the MDoF system is then given by:

$$\{x(t)\} = ([K] - \omega^2[M])^{-1}\{F\} \sin \omega t \tag{3.29}$$

Unlike free vibration, this time the vibration frequency is identical to the frequency of the forcing functions.

### 3.7 Energy approach

The energy approach is an alternative to the force approach in studying the vibration of a dynamic system. While the force approach is based on Newton’s second law of motion, the energy approach depends on the energy conservation principle. To understand the energy approach, we begin with the theory of equilibrium for a dynamic system. The principle of virtual work is essentially a statement for the equilibrium definition of a dynamic system. It is also the foundation of the energy approach used for the dynamics of a system. We begin with the virtual work principle for the statics of a dynamic system and later extend it to its dynamics.

Like the earlier discussion, we deal with an MDoF discretized conservative system so that the main findings are not diluted by the presence of damping. In this analysis, it is convenient to use bold print to denote a vector quantity in contrast with a scalar quantity.

The virtual displacements of a dynamic system are defined as *infinitesimal* and *arbitrary* changes in the coordinates of the system. They are infinitesimal. Thus,
system’s physical constraints are preserved. They are also arbitrary. Thus, they are not true displacements, and there are no time changes associated with them. If the system’s displacement \( \mathbf{r} \) (for convenience bold print is used for vectors instead of brackets) is given in terms of ‘\( n \)’ generalized coordinates \( q_i \) (\( i = 1, 2, \ldots, n \)):

\[
\mathbf{r}_k = \mathbf{r}_k(q_1, q_2, \ldots, q_n)
\]

(3.30)

then the virtual displacements are denoted as \( \delta q_i \) (\( i = 1, 2, \ldots, n \)). The symbol ‘\( \delta \)’ is used here to distinguish from the symbol ‘\( d \)’ or ‘\( \partial \)’ for differentiation. These virtual displacements are small variations from the true position of the system and must be compatible with the constraints of the system. For example, a single pendulum stays in equilibrium. For the virtual displacements to be compatible with the constraints, the pendulum can only be swung by a small angle \( \delta \theta \). It cannot be bent or moved up and down.

### 3.7.1 Virtual work principle

For a system with ‘\( n \)’ DoFs to be in static equilibrium, we can divide all the forces acting at DoF ‘\( k \)’ of the system (\( \mathbf{R}_k \)) into two groups. One is the applied forces (\( \mathbf{F}_k \)) and the other the constraint forces (\( \mathbf{f}_k \)):

\[
\mathbf{R}_k = \mathbf{F}_k + \mathbf{f}_k
\]

(3.31)

The true (not the virtual) displacement of coordinate ‘\( k \)’ in terms of generalized coordinates is:

\[
\mathbf{r}_k = \mathbf{r}_k(q_1, q_2, \ldots, q_n, t)
\]

(3.32)

and the work done by all the forces on the virtual displacements \( \delta \mathbf{r}_k \) (\( k = 1, 2, \ldots, n \)) will be

\[
\delta W = \sum_{k=1}^{n} \mathbf{R}_k \delta \mathbf{r}_k
\]

(3.33)

For a conservative system, the constraint forces collectively should do no work on the virtual displacements. Therefore, the principle of virtual work states that the system is in equilibrium if and only if the total work done by all the applied forces on virtual displacements is zero, i.e.

\[
\delta W = \sum_{k=1}^{n} \mathbf{F}_k \delta \mathbf{r}_k = 0
\]

(3.34)

The virtual work in the equation can also be expressed using the generalized coordinates. For displacement \( \mathbf{r}_k \), the virtual displacement is given by:

\[
\delta x_k = \sum_{i=1}^{n} \frac{\partial \mathbf{r}_k}{\partial q_i} \delta q_i
\]

(3.35)

Here, time ‘\( t \)’ is not involved since virtual displacement does not vary on time. The virtual work can then be expressed as:

\[
\delta W = \sum_{k=1}^{n} \mathbf{F}_k \delta \mathbf{r}_k = \sum_{k=1}^{n} \sum_{i=1}^{n} \mathbf{F}_k \frac{\partial \mathbf{r}_k}{\partial q_i} \delta q_i
\]

(3.36)
Interchanging the order of summation leads to:

$$\delta W = \sum_{k=1}^{n} F_k \delta r_k = \sum_{i=1}^{n} \sum_{k=1}^{n} F_k \frac{\partial r_k}{\partial q_i} \delta q_i$$  
(3.37)

Define the generalized force as:

$$Q_i = \sum_{k=1}^{n} F_k \frac{\partial r_k}{\partial q_i} \quad (i = 1, 2, \ldots, n)$$  
(3.38)

The virtual work principle can then be described analytically as:

$$\delta W = \sum_{i=1}^{n} Q_i \delta q_i = 0 \quad (i = 1, 2, \ldots, n)$$  
(3.39)

This means that a system being in static equilibrium is equated so that the total virtual work done by all the generalized forces on chosen virtual displacements is zero. Since the virtual displacements $\delta q_i$ of coordinate $q_i$ are arbitrary, the above equation implies:

$$Q_i = 0 \quad (i = 1, 2, \ldots, n)$$  
(3.40)

This means that a system being in static equilibrium is equated so that all the generalized forces on chosen virtual displacements are zero.

### 3.7.2 D’Alembert’s principle

D’Alembert’s principle extends the virtual work for static equilibrium into the realm of dynamic equilibrium. It suggests that since the sum of the forces acting on a DoF ‘k’ results in its acceleration $\ddot{r}_k$, the application of a fictitious force – $m_k \ddot{r}_k$ would produce a state of equilibrium. This is a different interpretation of Newton’s second law of motion. The equation for the DoF can then be written as:

$$F_k + f_k - m_k \ddot{r}_k = 0$$  
(3.41)

The application of the virtual work principle yields:

$$\delta W = \sum_{k=1}^{n} (F_k - m_k \ddot{r}_k) \delta r_k = 0$$  
(3.42)

This equation is the analytical expression of D’Alembert’s principle. It forms the theoretical basis used to derive Lagrange’s equation.

### 3.7.3 Kinetic energy

It was known from the preceding section that ‘n’ generalized coordinates can be used to describe the motion of an ‘n’ DoF system. The displacement of the system at DoF ‘k’ can be expressed as:

$$r_k = r_k(q_1, q_2, \ldots, q_n, t)$$  
(3.32)
The velocity at the same DoF is:

\[ \dot{r}_k = \dot{r}_k (q_1, \dot{q}_2, \ldots, \dot{q}_n, t) \]  

(3.43)

Here, \( \dot{q}_i (i = 1, 2, \ldots, n) \) is called generalized velocity. Velocity \( \dot{v}_k \) is a linear function of the generalized velocities. For a mass and spring system with ‘n’ DoFs, the kinetic energy for DoF ‘k’ with mass \( m_k \) is given as:

\[ T_k = \frac{1}{2} m_k r_k r_k = \frac{1}{2} \sum_{k=1}^{n} m_k \dot{q}_k \dot{q}_k \]  

(3.44)

Thus, the system’s total kinetic energy will be:

\[ T = \frac{1}{2} \sum_{k=1}^{n} m_k \dot{r}_k \dot{r}_k \]  

(3.45)

By substituting equations (3.43) into (3.45), we find that the total kinetic energy is associated with order zero, order one and order two functions of the generalized velocity.

If the physical constraints of the system are time-invariant, then for DoF ‘k’ we have,

\[ r_k = r_k (q_1, q_2, \ldots, q_n) \]  

(3.46)

thus

\[ \dot{r}_k \dot{r}_k = \sum_{i=1}^{n} \sum_{j=1}^{n} \frac{\partial r_k}{\partial q_i} \frac{\partial r_k}{\partial q_j} \dot{q}_i \dot{q}_j \]  

(3.47)

The kinetic energy of the system becomes:

\[ T = \frac{1}{2} \sum_{k=1}^{n} m_k \sum_{i=1}^{n} \sum_{j=1}^{n} \frac{\partial r_k}{\partial q_i} \frac{\partial r_k}{\partial q_j} \dot{q}_i \dot{q}_j \]  

(3.48)

Interchanging the summation order leads to:

\[ T = \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} \left( \sum_{k=1}^{n} m_k \frac{\partial r_k}{\partial q_i} \frac{\partial r_k}{\partial q_j} \right) \dot{q}_i \dot{q}_j \]  

(3.49)

If the content inside the bracket is defined as ‘generalized mass’ and is denoted as \( m_{ij} \), then

\[ m_{ij} = \sum_{k=1}^{n} m_k \frac{\partial r_k}{\partial q_i} \frac{\partial r_k}{\partial q_j} \]  

(3.50)

The generalized mass \( m_{ij} \) is a function of the generalized coordinate \( q_i \) and it is evident that \( m_{ij} = m_{ji} \).

The kinetic energy can then be written as:

\[ T = \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} m_{ij} \dot{q}_i \dot{q}_j \]  

(3.51)

Since the generalized mass is a function of only the generalized coordinate \( q_i \), it is obvious that the kinetic energy is a quadratic function of generalized velocity.

If the mass matrix and generalized velocity vector are defined respectively as:
then equation (3.51) can be written in matrix form as:

$$ T = \frac{1}{2} \dot{\{q\}}^T [M] \dot{\{q\}} $$

(3.52)

Since kinetic energy $T$ is always a positive quantity (or zero only when all the velocities are zero), the mass matrix has to be positive definite.

### 3.7.4 Potential energy

In a conservative system, potential energy $U$ is a function of the generalized coordinate $q_i$.

$$ U = U(q_1, q_2, \ldots, q_n) $$

(3.53)

The work done by the conservative forces is equal to the negative of the potential energy:

$$ W = -U(q_1, q_2, \ldots, q_n) $$

(3.54)

When coordinate $q_i$ varies by $\partial q_i$, the corresponding potential energy change is:

$$ dU = -dW = \sum_{i=1}^{n} \frac{\partial U}{\partial q_i} dq_i $$

(3.55)

If $\partial q_i$ is chosen as virtual displacement, then from equation (3.40) we have:

$$ \delta W = \sum_{i=1}^{n} Q_i \delta q_i $$

Thus,

$$ Q_i = -\frac{\partial U}{\partial q_i} \quad (i = 1, 2, \ldots, n) $$

(3.56)

This means that the generalized forces corresponding to conservative forces are equal to the partial derivatives of the potential energy of the system with respect to generalized coordinates.

If the system’s applied forces are all conservative, then it can be seen by comparing equation (3.56) with equation (3.39) that such a system is in equilibrium when the following equation holds:

$$ \frac{\partial U}{\partial q_i} = 0 \quad (i = 1, 2, \ldots, n) $$

(3.57)

i.e. its potential energy reaches its maximum or minimum.

For a system with ‘$n$’ generalized coordinates, expanding $U$ in a Taylor series about its equilibrium position leads to:
Modal Analysis

\[ U = U_0 + \sum_{i=1}^{n} \left( \frac{\partial U}{\partial q_i} \right)_0 q_i + \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} \left( \frac{\partial^2 U}{\partial q_i \partial q_j} \right)_0 q_i q_j + \ldots \]  

(3.58)

In this expression \( U_0 \) is an arbitrary constant which can be set to zero. The derivatives of \( U \) are evaluated at the equilibrium position ‘0’ and are constants when the coordinates \( q_i \) are small quantities and are equal to zero at the equilibrium position. Since \( U \) is minimum (or maximum) in the equilibrium position,

\[ \left( \frac{\partial U}{\partial q_i} \right)_0 = 0 \]

Thus, if terms beyond the second order are ignored, equation (3.58) becomes:

\[ U = \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} \left( \frac{\partial^2 U}{\partial q_i \partial q_j} \right)_0 q_i q_j \]  

(3.59)

The second derivative evaluated at ‘0’ position is a constant known as the ‘generalized stiffness’:

\[ k_{ij} = \left( \frac{\partial^2 U}{\partial q_i \partial q_j} \right)_0 \]  

(3.60)

The potential energy can then be written as:

\[ U = \frac{1}{2} \{q\}^T \{K\} \{q\} \]  

(3.61)

where the stiffness matrix \([K]\) and generalized coordinate vector are:

\[ \{q\} = \begin{bmatrix} q_1 \\ q_2 \\ \vdots \\ q_n \end{bmatrix} \]

\[ \{\dot{q}\} = \begin{bmatrix} \dot{q}_1 \\ \dot{q}_2 \\ \vdots \\ \dot{q}_n \end{bmatrix} \]

\[ \{\ddot{q}\} = \begin{bmatrix} \ddot{q}_1 \\ \ddot{q}_2 \\ \vdots \\ \ddot{q}_n \end{bmatrix} \]

\[ [K] = \begin{bmatrix}
    k_{11} & k_{12} & \ldots & k_{1n} \\
    k_{21} & k_{22} & \ldots & k_{2n} \\
    \vdots & \vdots & \ddots & \vdots \\
    k_{n1} & k_{n2} & \ldots & k_{nn}
\end{bmatrix} \]

3.7.5 Lagrange’s equation

Lagrange’s equation is based on D’Alembert’s principle and equation (3.42):

\[ \delta W = \sum_{k=1}^{n} (F_k - m_k \ddot{r}_k) \delta r_k = 0 \]  

(3.42)

There are two parts of virtual work in this equation. The first part is the virtual work done by the applied forces which can be estimated by equation (3.37). The second part is the virtual work done by inertial forces. Without proof, this virtual work can be estimated as:

\[ \sum_k m_k \ddot{r}_k \delta r_k = \sum_{i=1}^{n} \left[ \frac{d}{dt} \left( \frac{\partial T}{\partial \dot{q}_i} \right) - \frac{\partial T}{\partial q_i} \right] \delta q_i \]  

(3.62)
Inserting equations (3.38) and (3.62) into (3.43) will produce:

\[
\sum_{i=1}^{n} \left[ \frac{d}{dt} \frac{\partial T}{\partial \dot{q}_i} - \frac{\partial T}{\partial q_i} \right] \delta q_i - \sum_{i=1}^{n} Q_i \delta q_i = 0
\]

or

\[
\sum_{i=1}^{n} \left[ \frac{d}{dt} \frac{\partial T}{\partial \dot{q}_i} - \frac{\partial T}{\partial q_i} - Q_i \right] \delta q_i = 0
\] (3.63)

Since virtual displacements \( \delta q_i \) are arbitrary, they can be chosen such that only one generalized coordinate has non-zero displacement each time, thus equation (3.63) becomes \( n \) independent equations:

\[
\frac{d}{dt} \frac{\partial T}{\partial \dot{q}_i} - \frac{\partial T}{\partial q_i} - Q_i = 0 \quad (i = 1, 2, \ldots, n)
\] (3.64)

This is called Lagrange’s equation.

If the system is conservative, then substituting equations (3.56) into (3.64) leads to:

\[
\frac{d}{dt} \frac{\partial T}{\partial \dot{q}_i} - \frac{\partial T}{\partial q_i} + \frac{\partial U}{\partial q_i} = 0 \quad (i = 1, 2, \ldots, n)
\] (3.65)

Introducing the Lagrangian \( L \) function defined as:

\[
L = T - U
\]

and if \( U \) is not a function of velocity, then equation (3.65) is rewritten as:

\[
\frac{d}{dt} \frac{\partial L}{\partial \dot{q}_i} - \frac{\partial L}{\partial q_i} = 0 \quad (i = 1, 2, \ldots, n)
\] (3.67)

This is the compact form of Lagrange’s equation for a conservative system.

Using Lagrange’s equation to solve problems of conservative systems usually involves the following steps:

1. Identify the number of degrees of freedom of the system and select generalized coordinates to describe motions of the system.
2. Estimate the kinetic energy \( T \) of the system in terms of the generalized velocities.
3. Estimate the potential energy \( U \) of the system in terms of the generalized coordinates.
4. Substitute \( T \) and \( U \) into Lagrange’s equation to derive the differential equation of motion for the system.

Example 3.1
Use Lagrange’s equation to derive the equation of motion of the SDoF system shown in Figure 3.8.

\[ \text{Figure 3.8 An SDoF system} \]
Solution: Choose $x$ as the generalized coordinate for the system, the kinetic and potential energies with respect to the equilibrium position are respectively:

$$T = \frac{1}{2}mx^2 \quad U = \frac{1}{2}kx^2$$

Lagrangian:

$$L = T - U = \frac{1}{2}mx^2 - \frac{1}{2}kx^2$$

Derivatives:

$$\frac{\partial L}{\partial x} = mx, \quad \frac{d}{dt}\frac{\partial L}{\partial \dot{x}} = m\ddot{x}, \quad \frac{\partial L}{\partial x} = -kx$$

Inserting these terms into Lagrange’s equation leads to:

$$mx^2 + kx = 0$$

Example 3.2

A double pendulum has lengths of $L_1$ and $L_2$, with masses $m_1$ and $m_2$ at the end of each massless link. Use Lagrange’s equation to derive the equations of motion.

**Figure 3.9** A double pendulum

Solution: The kinetic energy of the pendulum is given by:

$$T = \frac{1}{2}m_1\dot{x}_1^2 + \frac{1}{2}m_2\dot{x}_2^2$$

where $\dot{x}_1^2 = (L_1\dot{\theta}_1)^2$ and $\dot{x}_2^2 = (L_1\dot{\theta}_1)^2 + (L_2\dot{\theta}_2)^2 + 2L_1\dot{\theta}_1L_2\dot{\theta}_2 \cos (\theta_2 - \theta_1)$.

$\dot{x}_1$ and $\dot{x}_2$ are the velocities of masses $m_1$ and $m_2$ respectively, as shown in Figure 3.9. The potential energy of the double pendulum is given by:

$$U = m_1gL_1(1 - \cos \theta_1) + m_2g[L_1(1 - \cos \theta_1) + L_2(1 - \cos \theta_2)]$$

the Lagrangian is defined as:

$$L = \frac{1}{2}m_1\dot{x}_1^2 + \frac{1}{2}m_2\dot{x}_2^2 - m_1gL_1(1 - \cos \theta_1)$$

$$- m_2g [L_1(1 - \cos \theta_1) + L_2(1 - \cos \theta_2)]$$

So,

$$\frac{\partial L}{\partial \dot{\theta}_1} = (m_1 + m_2)L_2\ddot{\theta}_1 + m_2L_1L_2 \cos(\theta_2 - \theta_1)\dot{\theta}_2$$

$$\frac{d}{dt}\frac{\partial L}{\partial \dot{\theta}_1} = (m_1 + m_2)L_2\ddot{\theta}_1 - m_2L_1L_2 \sin(\theta_2 - \theta_1)(\dot{\theta}_2 - \dot{\theta}_1)\dot{\theta}_2$$

$$+ m_2L_1L_2 \cos(\theta_2 - \theta_1)\ddot{\theta}_2$$
\[ \frac{\partial L}{\partial \theta_1} = (m_1 + m_2)gL_1 \sin \theta_1 \]

and

\[ \frac{\partial L}{\partial \theta_2} = m_2L_2^2 \dot{\theta}_2 + m_2L_1L_2 \cos(\theta_2 - \theta_1) \dot{\theta}_1 \]

\[ \frac{d}{dt} \frac{\partial L}{\partial \dot{\theta}_2} = -m_2L_1L_2 \sin(\theta_2 - \theta_1)(\dot{\theta}_2 - \dot{\theta}_1) \dot{\theta}_1 
\quad + m_2L_1L_2 \cos(\theta_2 - \theta_1) \ddot{\theta}_1 + m_2L_2^2 \ddot{\theta}_2 \]

\[ \frac{\partial L}{\partial \dot{\theta}_2} = m_2gL_2 \sin \theta_2 \]

Substituting these derivatives into Lagrange’s equation yields:

\[ (m_1 + m_2)L_1^2 \ddot{\theta}_1 - m_2L_1L_2 \sin(\theta_2 - \theta_1)(\dot{\theta}_2 - \dot{\theta}_1) \dot{\theta}_1 + m_2L_1L_2 \cos(\theta_2 - \theta_1) \ddot{\theta}_2 
\quad + (m_1 + m_2)gL_1 \sin \theta_1 = 0 \]

\[-m_2L_1L_2 \sin(\theta_2 - \theta_1)(\dot{\theta}_2 - \dot{\theta}_1) \dot{\theta}_1 + m_2L_1L_2 \cos(\theta_2 - \theta_1) \ddot{\theta}_1 + m_2L_2^2 \ddot{\theta}_2 + m_2gL_2 \sin \theta_2 = 0 \]

For small oscillations, \( \sin \theta \approx \theta \) and \( \cos \theta \approx 1 \). Ignoring higher order terms of derivatives such as \( (\theta_2 - \theta_1)\dot{\theta}_1 \), the two equations become:

\[ (m_1 + m_2)L_1^2 \ddot{\theta}_1 + m_2L_1L_2 \ddot{\theta}_2 + (m_1 + m_2)gL_1 \dot{\theta}_1 = 0 \]

or in matrix form:

\[ \begin{bmatrix} (m_1 + m_2)L_1^2 & m_2L_1L_2 \\ m_2L_1L_2 & m_2L_2^2 \end{bmatrix} \begin{bmatrix} \ddot{\theta}_1 \\ \ddot{\theta}_2 \end{bmatrix} + \begin{bmatrix} (m_1 + m_2)gL_1 \\ 0 \end{bmatrix} = 0 \]

or

\[ \begin{bmatrix} \theta_1 \\ \theta_2 \end{bmatrix} = 0 \]

### 3.8 Vibration of continuous systems

A continuous system here means a system with continuously distributed mass and elasticity. Their bodies are assumed to be homogeneous and isotropic, obeying Hooke’s law and their vibration is within the elastic limit. To specify the vibration of every particle in the elastic body of a continuous system, an infinite number of coordinates are necessary, and, therefore, such a system possesses an infinite number of degrees of freedom. Mathematically, functions of both position and time are needed to describe the vibration of a continuous system, resulting in partial differential equations. Physically this not different to a discrete system. In fact, if the continuous mass of a system can be concentrated to a finite number of points connected by elastic elements, then the system will become a discrete system. Contrarily, as the number of degrees of freedom approaches infinity, a discrete system will become a continuous system.

The partial differential equations of simple continuous systems can be solved analytically. Such systems include strings, rod, beams and shells. For systems with
more geometrical complexities, we have to use numerical methods to analyse them
as discrete systems having a finite number of degrees of freedom, or as a combination
of several simple continuous systems coupled together.

3.8.1 The vibrating string

A flexible string of mass $\rho$ per unit length is stretched under tension $T$. Assume the
lateral deflection $y$ of the string is small, the change in tension with deflection will be
negligible and ignored. Figure 3.10 shows the free-body diagram of an elementary
length $dx$ of the string.

![Figure 3.10 Lateral vibration of a string element](image)

Due to a small deflection, the tension $T$ is a constant and $\sin \theta \approx \tan \theta \approx \theta$. The
equation of motion in the $y$-direction can be derived using Newton’s second law of
motion as:

$$T\left(\theta + \frac{\partial \theta}{\partial x} dx\right) - T\theta = \rho \ dx \ \frac{\partial^2 y}{\partial t^2}$$

(3.68)

or

$$\frac{\partial \theta}{\partial x} = \frac{\rho}{T} \frac{\partial^2 y}{\partial t^2}$$

(3.69)

Because $\dot{\theta} = \frac{\partial y}{\partial x}$, equation (3.69) becomes:

$$\frac{\partial^2 y}{\partial x^2} = \frac{1}{c^2} \frac{\partial^2 y}{\partial t^2}$$

(3.70)

where $c = \sqrt{T/\rho}$ is the velocity of wave propagation along the string.

Free vibration

Using the parameter separation method introduced in Chapter 2, equation (3.70) can
be solved by assuming:

$$y(x, t) = Y(x)G(t)$$

(3.71)

then

$$\frac{1}{Y(x)} \frac{d^2 Y(x)}{dx^2} = \frac{1}{c^2} \ G(t) \ \frac{d^2 G(t)}{dt^2}$$

(3.72)
Since the left-hand side of equation (3.72) is independent of time $t$ and the right-hand side of $x$, both sides must be the same constant. Let the constant be $-\left(\frac{\omega}{c}\right)^2$, then

$$\begin{align*}
\frac{d^2Y(x)}{dx^2} + \left(\frac{\omega}{c}\right)^2 Y(x) &= 0 \\
\frac{d^2G(t)}{dt^2} + \omega^2 G(t) &= 0
\end{align*}$$

(3.73)

The general solutions for equation (3.73) are:

$$Y(x) = A \sin \frac{\omega}{c} x + B \cos \frac{\omega}{c} x$$

(3.74)

$$G(t) = C \sin \omega t + D \cos \omega t$$

(3.75)

Here, $A, B, C, D$ are constants. They depend on the boundary conditions (for $A$ and $B$) and the initial conditions (for $C$ and $D$).

As an example, we study a string stretched between two fixed points with distance $L$. The boundary conditions are:

$$y(0, t) = y(L, t) = 0$$

For

$$y(0, t) = 0 \rightarrow B = 0$$

the solution becomes:

$$y(x, t) = C \sin \omega t + D \cos \omega t) \sin \frac{\omega}{c} x$$

(3.76)

For

$$y(L, t) = 0 \rightarrow \sin \frac{\omega}{c} L = 0$$

$$\frac{\omega_n}{c} L = \frac{2\pi L}{\lambda} = n\pi \quad \text{or} \quad \omega_n = \frac{n\pi c}{L} \quad (n = 1, 2, \ldots, \infty)$$

(3.77)

where $\lambda = \frac{2\pi c}{\omega_n}$ is the wave length. The natural frequencies of the string will be:

$$f_n = \frac{nc}{2L} \sqrt{\frac{T}{\rho}}$$

(3.78)

and the mode shapes are

$$Y(x) = A \sin \frac{n\pi x}{L}$$

(3.79)

The first and second modes of the string are shown in Figure 3.11.

**Figure 3.11** The first and second modes of a vibrating string with fixed ends
Modal Analysis

For general initial conditions, the string will vibrate under all the normal modes, thus,

\[ y(x, t) = \sum_{n=1}^{\infty} \left( C_n \sin \omega_n t + D_n \cos \omega_n t \right) \sin \frac{n\pi x}{L} \quad (3.80) \]

Both \( C_n \) and \( D_n \) can be determined by initial conditions \( y(x, 0) \) (for \( D_n \)) and \( y'(x, 0) \) (for \( C_n \)).

Example 3.3

A uniform string of length \( L \) is fixed at the ends and stretched under tension \( T \). If the string is displaced into an arbitrary shape \( y(x, 0) \) and released, determine the vibration of the string.

**Solution:** Equation (3.80) shows the string vibration. The coefficients can be determined by the boundary conditions:

\[ y(x, 0) = \sum_{n=1}^{\infty} C_n \sin \frac{n\pi x}{L} = 0 \rightarrow C_n = 0 \]

\[ y(x, 0) = \sum_{n=1}^{\infty} D_n \sin \frac{n\pi x}{L} \]

\[ D_n = \frac{2}{L} \int_0^L y(x, 0) \sin \frac{n\pi x}{L} \, dx \quad (3.81) \]

3.8.2 Vibrations of membranes

A membrane can be considered as the two-dimensional analogues of strings. Therefore, the theory of a vibrating string is directly applicable here. Consider a homogeneous and perfectly flexible membrane bounded by a plane curve \( c \) in the \( xy \)-plane, as shown in Figure 3.12.

In order to study the small transverse vibration of the membrane, a few assumptions are made:

![Figure 3.12 A two dimensional membrane](image-url)
(1) The equilibrium position of the membrane is in the $xy$-plane. Each point $P$ of the membrane is identified by its $xy$-coordinates at the equilibrium position.

(2) Each point $P(x, y)$ only moves in the $z$-direction and its displacement is denoted by $w = w(x, y, t)$. The value $w$ is very small compared with the dimensions of the membrane.

(3) The uniform tension per unit length along the edge $T$ is sufficiently big so that the plane, tangent to the membrane at point $P$, makes very small angles with the $x$- and $y$-axes. It is also not overly big so it can remain a constant during vibration.

**The equation of motion**

The derivation of the equation of motion of the membrane begins with a small element of area $dxdy$. The area is under tension $T$. The sum of the projections of the two $Tdy$ forces on the $z$-axis is (noting that $\frac{\partial w}{\partial x} = \theta_x$):

$$Tdy\left(\frac{\partial w}{\partial x} + \frac{\partial}{\partial x}\left(\frac{\partial w}{\partial x}\right)dx\right) - Tdy\frac{\partial w}{\partial x} = T\frac{\partial^2 w}{\partial x^2}dxdy$$  \hspace{1cm} (3.82)

Similarly, the sum of the projections of the two $Tdx$ forces on the $z$-axis is (noting that $\frac{\partial w}{\partial y} = \theta_y$):

$$Tdx\left(\frac{\partial w}{\partial y} + \frac{\partial}{\partial y}\left(\frac{\partial w}{\partial y}\right)dy\right) - Tdx\frac{\partial w}{\partial y} = T\frac{\partial^2 w}{\partial y^2}dxdy$$  \hspace{1cm} (3.83)

Let $\mu$ be the mass per unit area of the membrane, then the equation of motion becomes:

$$\mu \ dxdy \frac{\partial^2 w}{\partial t^2} = T\left(\frac{\partial^2 w}{\partial x^2} + \frac{\partial^2 w}{\partial y^2}\right)dxdy$$  \hspace{1cm} (3.84)

or

$$\frac{\partial^2 w}{\partial t^2} = c^2\left(\frac{\partial^2 w}{\partial x^2} + \frac{\partial^2 w}{\partial y^2}\right)$$  \hspace{1cm} (3.85)

where $c = \sqrt{T/\mu}$.

Using the Laplace operator $\nabla^2$ as

$$\nabla^2 = \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2}$$

equation (3.85) becomes:

$$\frac{\partial^2 w}{\partial t^2} = c^2\nabla^2 w$$  \hspace{1cm} (3.86)

This is the equation of motion of the membrane.

If the membrane is subjected to an external force $p(x, y, t)$ per unit area acting in the $z$-direction, the equation of motion will become:

$$\mu \frac{\partial^2 w}{\partial t^2} - T\nabla^2 w(x, y, t) = p(x, y, t)$$  \hspace{1cm} (3.87)
Free vibrations of rectangular membranes

To obtain the solution of equation (3.86) for a rectangular membrane with side lengths \(a\) and \(b\), as shown in Figure 3.13, the variable separation method is used.

**Figure 3.13** A rectangular membrane with sides \(a\) and \(b\)

Assume the solution \((x, y, t)\) can be written as:

\[ w(x, y, t) = X(x)Y(y)f(t) \] (3.88)

Equation (3.86) becomes:

\[ c^2 \left( \frac{\partial^2 X}{\partial x^2} Y + \frac{\partial^2 Y}{\partial y^2} X \right) f = XY \frac{\partial^2 f}{\partial t^2} \] (3.89)

or

\[ c^2 \left( \frac{1}{X} \frac{\partial^2 X}{\partial x^2} + \frac{1}{Y} \frac{\partial^2 Y}{\partial y^2} \right) f = \frac{1}{f} \frac{\partial^2 f}{\partial t^2} \] (3.90)

or

\[ c^2 \left( \frac{X''}{X} + \frac{Y''}{Y} \right) = \frac{f''}{f} \] (3.91)

The right-hand side of equation (3.91) does not expand on \(x\) and \(y\) and the left-hand side does not expand on \(t\). Hence, both sides should be equal to the same constant, as in the case of the string. Assume the constant is \(-\omega^2\), then:

\[
\begin{cases}
  f'' + \omega^2 f = 0 & \text{(a)} \\
  \frac{Y''}{Y} + \frac{\omega^2}{c^2} = -\frac{X''}{X} & \text{(b)}
\end{cases} \] (3.92)

The left-hand side of equation (3.92b) is not a function of \(y\) while the right-hand side is not that of \(x\). Hence, the variable separation method can be applied, yielding:

\[
\begin{cases}
  X'' + \lambda^2 X = 0 & \text{(a)} \\
  Y'' + \chi^2 Y = 0 & \text{(b)}
\end{cases} \] (3.93)

where \(\chi^2 = \frac{\omega^2}{c^2} - \lambda^2\) hence,

\[ \omega^2 = c^2(\lambda^2 + \chi^2) \] (3.94)

Thus, the problem of finding the solution of equation (3.86) for a membrane becomes the problem of finding solutions of equations (3.92a) and (3.93), each being an
ordinary differential equation. If the membrane is fixed at its boundary, then the boundary conditions will be:

\[
\begin{align*}
  w(0, y, t) &= 0 \\
  w(a, y, t) &= 0, \quad 0 \leq y \leq b, \ 0 \leq t \\
  w(x, 0, t) &= 0 \\
  w(x, b, t) &= 0, \quad 0 \leq x \leq a, \ 0 \leq t
\end{align*}
\]

(3.94) (3.95)

Inserting these boundary conditions to equation (3.88) yields:

\[
\begin{align*}
  X(0) &= X(a) = 0 \\
  Y(0) &= Y(b) = 0
\end{align*}
\]

(3.96)

From this equation it is clear that solutions of \(X\) and \(Y\) will take the forms:

\[
\begin{align*}
  X &= \sin \lambda x \\
  Y &= \sin \chi y
\end{align*}
\]

(3.97)

and also constants \(\lambda\) and \(\chi\) must satisfy:

\[
\begin{align*}
  \sin \lambda a &= 0 \\
  \sin \chi b &= 0
\end{align*}
\]

(3.98)

Therefore, \(\lambda\) and \(\chi\) can be derived from one of the infinite values:

\[
\begin{align*}
  \lambda &= \frac{m \pi}{a} \quad (a) \\
  \chi &= \frac{n \pi}{b} \quad m, n = 1, 2, 3, \ldots
\end{align*}
\]

(3.99)

The natural frequency of the rectangular membrane is given by equation (3.93) as:

\[
\omega_{mn}^2 = c^2 \pi^2 \left( \frac{m^2}{a^2} + \frac{n^2}{b^2} \right) \quad m, n = 1, 2, 3, \ldots
\]

(3.100)

The corresponding mode shape of the membrane is:

\[
U(x, y) = X_m Y_n = \sin \frac{m \pi x}{a} \sin \frac{n \pi y}{b}
\]

(3.101)

and the vibration is given by:

\[
w_{mn}(x, y, t) = \sin \frac{m \pi x}{a} \sin \frac{n \pi y}{b} \left( A_{mn} \cos \omega_{mn} t + B_{mn} \sin \omega_{mn} t \right)
\]

(3.102)

This equation describes the free vibration of the rectangular membrane with fixed boundaries. Basically, the membrane performs harmonic motion with circular frequency \(\omega_{mn}\). The points of the membrane which remain at rest during a single mode vibration form lines called nodal lines. For example, when the membrane vibrates in its first (fundamental) mode, meaning \(m = n = 1\), the node lines are the fixed edges of the membrane.
Like the string, the general solution of equation (3.86) is the linear combination of all the $w_{mn}$, i.e.,

$$w(x, y, t) = \sum_{m=1}^{\infty} \sum_{n=1}^{\infty} \sin \frac{m\pi x}{a} \sin \frac{n\pi y}{b} \left( A_{mn} \cos \omega_{mn} t + B_{mn} \sin \omega_{mn} t \right)$$

(3.103)

The constants $A_{mn}$ and $B_{mn}$ are to be determined from the initial conditions. Suppose the initial conditions of the membrane are:

$$\left\{ \begin{align*}
  w(x, y, 0) &= \varphi(x, y) \\
  \frac{\partial w}{\partial t}(x, y, 0) &= \psi(x, y) \\
  0 &\leq x \leq a, 0 \leq y \leq b
\end{align*} \right.$$  

(3.104)

then, inserting these conditions into equation (3.103) leads to:

$$\left\{ \begin{align*}
  \sum_{m=1}^{\infty} \sum_{n=1}^{\infty} A_{mn} \sin \frac{m\pi x}{a} \sin \frac{n\pi y}{b} &= \varphi(x, y) \\
  \sum_{m=1}^{\infty} \sum_{n=1}^{\infty} \omega_{mn} B_{mn} \sin \frac{m\pi x}{a} \sin \frac{n\pi y}{b} &= \psi(x, y)
\end{align*} \right.$$  

(3.105)

Using the orthogonality conditions of the trigonometric functions, the two constants can be determined as:

$$A_{mn} = \frac{4}{ab} \int_{0}^{a} \int_{0}^{b} \varphi(x, y) \sin \frac{m\pi x}{a} \sin \frac{n\pi y}{b} dx dy$$

$$B_{mn} = \frac{4}{ab\omega_{mn}} \int_{0}^{a} \int_{0}^{b} \psi(x, y) \sin \frac{m\pi x}{a} \sin \frac{n\pi y}{b} dx dy$$

**Example 3.4**

Derive the free vibration of a square membrane and its mode shape nodal lines.

**Solution:** For a square membrane with length $a$, the natural frequencies are:

$$\omega_{mn}^2 = \frac{c^2 \pi^2}{a^2} \left( m^2 + n^2 \right) \quad m, n = 1, 2, 3, \ldots$$

A few natural frequencies can be shown below:

$$\omega_{11} = \frac{c\pi}{a} \sqrt{2} \quad \omega_{12} = \omega_{21} = \frac{c\pi}{a} \sqrt{5} \quad \omega_{22} = \frac{c\pi}{a} \sqrt{8}$$

$$\omega_{13} = \frac{c\pi}{a} \sqrt{10} \quad \omega_{23} = \omega_{32} = \frac{c\pi}{a} \sqrt{13} \quad \ldots$$

The mode shape corresponding to the first natural frequency $\omega_{11}$ is:

$$U_{11} = \sin \frac{\pi x}{a} \sin \frac{\pi y}{a}$$

The free vibration of the square membrane is given by:

$$w_{11} = \sin \frac{\pi x}{a} \sin \frac{\pi y}{a} \left( A_{11} \cos \frac{c\pi}{a} \sqrt{2} t + B_{11} \sin \frac{c\pi}{a} \sqrt{2} t \right)$$

The nodal lines are at the edges $x = 0, x = a, y = 0, \text{ and } y = a$.

The modes corresponding to the natural frequency $\frac{c\pi}{a} \sqrt{5}$ (for $\omega_{12}$ and $\omega_{21}$) are:
and the vibrations are respectively:

\[
U_{12} = \sin \left( \frac{\pi x}{a} \right) \sin \left( \frac{2\pi y}{a} \right)
\]

\[
U_{21} = \sin \left( \frac{2\pi x}{a} \right) \sin \left( \frac{\pi y}{a} \right)
\]

To simplify the examination of the nodal lines, assume \( B_{12} = B_{21} = 0 \), then the sum of the two vibrations (of the same natural frequencies) is given by:

\[
w_{12} + w_{21} = \cos \frac{c\pi}{a} \sqrt{5t} \left[ A_{12} \sin \left( \frac{\pi x}{a} \right) \sin \left( \frac{2\pi y}{a} \right) + A_{21} \sin \left( \frac{2\pi x}{a} \right) \sin \left( \frac{\pi y}{a} \right) \right]
\]

Therefore, the nodal lines are determined by equation:

\[
A_{12} \cos \frac{\pi y}{a} + A_{21} \cos \frac{\pi x}{a} = 0
\]

or

\[
\cos \frac{\pi y}{a} = -\frac{A_{12}}{A_{21}} \cos \frac{\pi x}{a}
\]

Thus, for different initial conditions resulting in different \( A_{12} \) and \( A_{21} \) values, the nodal lines will be different. However, all these nodal lines should unexceptionally pass through the centre point \( x = y = a/2 \) – a point called ‘pole’.

### 3.8.3 Longitudinal vibration of a bar

Like the previous continuous systems, in order to measure the vibration of a bar (or rod), we need to make assumptions which are generally satisfied. The bar is homogeneous and slender. During the vibration, the cross-sections normal to the axis of the bar remain plane and normal to the axis. Consider an elastic bar of length \( L \) with varying cross-sectional area \( A(x) \), as shown in Figure 3.14.

![Figure 3.14 Longitudinal vibration of a bar](image)

Suppose the mass density of the bar is \( \rho \) and the Young’s modulus \( E \). The forces acting on the cross-sections of a small bar element \( dx \) are \( P \) and \( P + dP \) and the axial stress is given by:
Modal Analysis

\[ P = \sigma A = EA \frac{\partial u}{\partial x} \quad (3.106) \]

and

\[ dP = \frac{\partial P}{\partial x} \, dx \quad (3.107) \]

Here, \( \frac{\partial u}{\partial x} \) is the axial strain. If the external axial force per unit length is denoted as \( f(x, t) \), then the equation of motion of the small bar element becomes:

\[ (P + dP) + f(x, t) \, dx - P = \rho A(x) \, dx \frac{\partial^2 u}{\partial t^2} \quad (3.108) \]

or

\[ \frac{\partial}{\partial x} EA(x) \frac{\partial u(x, t)}{\partial x} + f(x, t) = \rho (x) A(x) \frac{\partial^2 u}{\partial t^2} \quad (3.109) \]

For a uniform bar, this equation is reduced to:

\[ c^2 \frac{\partial^2 u(x, t)}{\partial x^2} = \frac{\partial^2 u(x, t)}{\partial t^2} \quad (3.110) \]

where \( c = \sqrt{E/\rho} \) .

Using the variable separation approach, equation (3.110) has the following solution:

\[ u(x, t) = U(x)T(t) = \left( A \cos \frac{\omega x}{c} + B \sin \frac{\omega x}{c} \right) (C \cos \omega t + D \sin \omega t) \quad (3.112) \]

Here, constants \( A \) and \( B \) are determined by the boundary conditions while \( C \) and \( D \) are determined by the initial conditions.

**Example 3.5**

Find the natural frequencies, mode shapes and the free vibration solution of a fixed–free bar.

**Solution:** The boundary conditions are:

\[ u(0, t) = 0 \quad \frac{\partial u}{\partial x} (L, t) = 0 \]

Insetting these conditions into equation (3.112) leads to:

\[ A = 0 \quad \cos \frac{\omega L}{c} = 0 \]

Thus, the natural frequencies are given by:

\[ \frac{\omega_n L}{c} = (2n + 1) \frac{\pi}{2} \quad n = 0, 1, 2, \ldots \]

or

\[ \omega_n = \frac{(2n + 1)\pi c}{2L} \quad n = 0, 1, 2, \ldots \]

and the mode shapes are:

\[ U_n(x) = B_n \sin \frac{(2n + 1)\pi x}{2L} \quad n = 1, 2, \ldots \]

The free vibration solution of the bar becomes:
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\[ u(x, t) = \int_{n=1}^{\infty} u_n(x, t) \]

or

\[ u(x, t) = \int_{n=1}^{\infty} \sin \left(\frac{(2n+1)\pi x}{2L}\right) C_n \cos \left(\frac{(2n+1)\pi ct}{2L}\right) + D_n \sin \left(\frac{(2n+1)\pi ct}{2L}\right) \]

where constants can be determined by:

\[ C_n = \frac{2}{L} \int_0^L u(x, 0) \sin \left(\frac{(2n+1)\pi x}{2L}\right) dx, \quad D_n = \frac{4}{(2n+1)\pi c} \int_0^L \dot{u}(x, 0) \sin \left(\frac{(2n+1)\pi x}{2L}\right) dx \]

3.8.4 Transverse vibration of a beam

When a slender beam vibrates in the direction normal to its longitudinal axis, its main deformation is due to bending. Such a vibration is called transverse, or lateral, vibration.

The equation of motion

Consider the free body diagram of a small element of a beam, as shown in Figure 3.15.

![Figure 3.15 A small element of the beam and free body diagram](image)

In Chapter 2, the equation of motion at the ‘y’ direction has been derived using Newton’s law as:

\[ \frac{\partial^2}{\partial x^2} \left( EI(x) \frac{\partial^2 y}{\partial x^2} \right) + \rho A(x) \frac{\partial^2 y}{\partial t^2} = f(x, t) \]  \hspace{1cm} (2.147)

If the external force \( f(x, t) \) is made zero, the free vibration of a uniform beam can then be described by:

\[ c^2 \frac{\partial^2}{\partial x^2} \frac{\partial^2 y}{\partial x^2} + \frac{\partial^2 y}{\partial t^2} = 0 \quad c^2 = \frac{EI}{\rho A} \]  \hspace{1cm} (2.148)
**The free vibration**

The free vibration solution of the beam has been given in Chapter 2 as:

\[
\frac{d^4 Y(x)}{dx^4} - \beta^4 Y(x) = 0 \quad \beta^4 = \frac{\omega^2}{c^2} = \frac{\rho A \omega^2}{EI} \tag{2.152}
\]

\[
\frac{d^2 T(t)}{dt^2} + \omega^2 T(t) = 0 \tag{2.153}
\]

The solution to equation (2.153) is in the form of:

\[
T(t) = A \cos \omega t + B \sin \omega t \tag{3.113}
\]

where \(A\) and \(B\) are constants to be determined by the initial conditions. The solution of equation (2.152) can be assumed to take the form of:

\[
Y(x) = C e^{ux} \tag{3.114}
\]

where \(u\) and \(C\) are constants. Therefore,

\[
s^4 - \beta^4 = 0 \quad \tag{3.115}
\]

Thus,

\[
s_{1,2} = \pm \beta \quad s_{3,4} = \pm i\beta
\]

Hence, the solution to equation (2.152) is:

\[
Y(x) = C_1 e^{\beta x} + C_2 e^{-\beta x} + C_3 e^{i\beta x} + C_4 e^{-i\beta x} \tag{3.116}
\]

where \(C_1\) to \(C_4\) are constants to be determined by the boundary conditions of the beam.

This solution can also be expressed as:

\[
Y(x) = C_1 \cos \beta x + C_2 \sin \beta x + C_3 \cosh \beta x + C_4 \sinh \beta x \tag{3.117}
\]

\(C_1\) to \(C_4\) are now different constants.

**Boundary conditions**

From equation (3.117) it can be seen that there are four constants to be determined from the boundary conditions. For a beam in general, each end will contain two boundary conditions, thus enabling the solution of the four constants.

The boundary conditions of some common ends of a beam can be summarized below:

1. **Free end:**
   
   Bending moment \(= EI(x) \frac{\partial^2 y}{\partial x^2} = 0\), and Shear force \(= \frac{\partial}{\partial x} \left[ EI(x) \frac{\partial^2 y}{\partial x^2} \right] = 0\)

2. **Simply supported end:**
   
   Deflection \(= y = 0\) and Bending moment \(= EI(x) \frac{\partial^2 y}{\partial x^2} = 0\)

3. **Fixed end:**
   
   Deflection \(= y = 0\) and Slope \(= \frac{\partial y}{\partial x} = 0\)
**Natural frequencies and mode shapes**

The natural frequencies of the beam are obtained from equation (2.152),

\[
w = (\beta L)^2 \sqrt{\frac{EI}{\rho A L^4}} \tag{3.118}
\]

The mode shapes of the beam are given by equation (3.117).

The normal modes \(Y(x)\) will satisfy equation (2.152). Thus, for mode ‘i’ and mode ‘j’,

\[
c^2 \frac{d^4Y_i}{dx^4} - \omega_i^2Y_i = 0 \tag{3.119}
\]

and

\[
c^2 \frac{d^4Y_j}{dx^4} - \omega_j^2Y_j = 0 \tag{3.120}
\]

Multiplying equation (3.119) by \(Y_j\) and equation (3.120) by \(Y_i\), subtracting the two resultant equations and integrating on the full length of the beam, gives:

\[
\int_0^L \left[ c^2 \frac{d^4Y_j}{dx^4} Y_j - \omega_i^2Y_iY_j \right] dx - \int_0^L \left[ c^2 \frac{d^4Y_i}{dx^4} Y_j - \omega_j^2Y_iY_j \right] dx = 0 \tag{3.121}
\]

or

\[
\int_0^L Y_iY_j \, dx = -\frac{c^2}{\omega_i^2 - \omega_j^2} \int_0^L (Y_i'''Y_j''' - Y_j'''Y_i) \, dx
\]

or

\[
\int_0^L Y_iY_j \, dx = -\frac{c^2}{\omega_i^2 - \omega_j^2} \left[ Y_iY_j''' - Y_jY_i''' + Y_iY_j'' - Y_jY_i'' \right]_0^L \tag{3.122}
\]

The right-hand side of this equation is zero for any combination of free, fixed or simply supported ends of the beam. This is because:

- for a free end: \(Y'' = 0\) (bending moment) \(Y''' = 0\) (shear force)
- for a fixed end: \(Y = 0\) (deflection) \(Y' = 0\) (slope)
- for a simple end: \(Y'' = 0\) (bending moment) \(Y = 0\) (deflection)

Thus, it has been shown that:

\[
\int_0^L Y_iY_j \, dx = 0
\]

This shows the orthogonality of normal modes of a beam for transverse vibration.

**Example 3.6**

Find the natural frequencies and mode shapes of a simply supported beam.

![Figure 3.16 A simply supported beam](image-url)
Solution: The boundary conditions are:

\[ Y(0) = 0 \quad Y''(0) = 0 \]
\[ Y(L) = 0 \quad Y''(L) = 0 \]

Substituting these conditions into equation (3.117) leads to:

\[ C_1 = 0 \quad C_3 = 0 \]
and
\[ C_2 \sin \beta L + C_4 \sinh \beta L = 0 \]
\[ -\beta^2 C_2 \sin \beta L + \beta^2 C_4 \sinh \beta L = 0 \]

Therefore,

\[ C_4 = 0, \quad \text{and} \quad \sin \beta L = 0 \]

\[ \sqrt{\omega/c} L = i\pi \quad \text{where} \ i = 1, 2, 3, \ldots \]

The natural frequencies are thus given by:

\[ \omega_i = \frac{i^2 \pi^2 c}{L^2} \]

and the normal mode is given by:

\[ Y_i = \sin \frac{i\pi x}{L} \]
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Modal analysis theory of an SDoF dynamic system

Unlike classical vibration theory which is primarily engaged with the response of a dynamic system, modal analysis is concerned with its intrinsic properties. A most effective way of investigation for modal analysis is using the frequency response function. This chapter will define the frequency response function of an SDoF system, and study different methods of presenting the function and its intrinsic properties. These properties will form the basis for experimental modal analysis methods. The approach in this chapter will be extended to a system with more than one degree of freedom.

Modal analysis can also be carried out using the time domain impulse response or the response due to ambient vibration input. This topic will be dealt with in later chapters.

4.1 Frequency response functions of an SDoF system

Some mechanical and structural systems can be idealized as SDoF systems. The theory for an SDoF system forms the basis for the analysis of a system with more than one DoF. It also provides physical insight into the vibration of a structural system.

We will use the SDoF system shown in Figure 4.1 that has a mass, a spring and a damper with either viscous or structural (hysteretic) damping.

Figure 4.1 An SDoF system with a harmonic excitation
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For a harmonic force \( f(t) = F(\omega) e^{j\omega t} \), the response of the system is another harmonic function \( x(t) = X(\omega) e^{j\omega t} \) where \( X(\omega) \) is a complex amplitude. Substituting them into the equations of motion for different damping models in Chapter 3, we can derive the ratio of the displace response and the force input as:

For viscous damping:
\[
\frac{X(\omega)}{F(\omega)} = \frac{1}{k - \omega^2 m + j\omega c} \tag{4.1}
\]

For structural damping:
\[
\frac{X(\omega)}{F(\omega)} = \frac{1}{k - \omega^2 m + jh} \tag{4.2}
\]

This ratio, often denoted as \( \alpha(\omega) \), is defined as the frequency response function (FRF) of the system. Although defined as the ratio of the force and response, the FRF is independent of them. When damping is zero, the complex FRF function is relegated to a real function.

The FRF is the main function on which modal analysis will depend. Although in theory the FRF is dictated only by the system, in reality the accuracy of measured FRF data is critical to the success of modal analysis. In the following three chapters, as we study the modal analysis theory, the accuracy of FRF data is not an issue.

The FRF defined in equations (4.1) and (4.2) can take different forms. For the viscous damping case, for example,
\[
\alpha(\omega) = \frac{1/k}{1 - \frac{\omega^2}{\omega_0^2} + j2\frac{\omega}{\omega_0}} \tag{4.3}
\]
or
\[
\alpha(\omega) = \frac{1/m}{\omega_0^2 - \omega^2 + j2\omega\omega_0\xi} \tag{4.4}
\]

For the structural damping case, the expressions are similar:
\[
\alpha(\omega) = \frac{1/k}{1 - \frac{\omega^2}{\omega_0^2} + j\eta^2} \tag{4.5}
\]
or
\[
\alpha(\omega) = \frac{1/m}{\omega_0^2 - \omega^2 + j\omega_0^2\eta} \tag{4.6}
\]

The defined FRF uses displacement as the response. It is known as receptance FRF. The vibration response can also be velocity or acceleration. By replacing the displacement response \( X(\omega) \) with velocity \( \dot{X}(\omega) \) and acceleration \( \ddot{X}(\omega) \), two different types of FRFs can be defined as:

Mobility FRF for viscous damping: \( Y(\omega) = \frac{\dot{X}(\omega)}{F(\omega)} = \frac{j\omega}{k - \omega^2 m + j\omega c} \) \tag{4.7}

Mobility FRF for hysteretic damping: \( Y(\omega) = \frac{\dot{X}(\omega)}{F(\omega)} = \frac{j\omega}{k - \omega^2 m + jh} \) \tag{4.8}

Accelerance FRF for viscous damping: \( A(\omega) = \frac{\ddot{X}(\omega)}{F(\omega)} = \frac{-\omega^2}{k - \omega^2 m + j\omega c} \) \tag{4.9}
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Accelerance FRF for hysteretic damping: \( A(\omega) = \frac{\ddot{X}(\omega)}{F(\omega)} = \frac{-\omega^2}{k - \omega^2 m + jh} \) (4.10)

It is evident that the three types of FRFs, \( \alpha(\omega) \), \( Y(\omega) \), and \( A(\omega) \), are easily interchangeable. All three are complex functions of frequency. Their amplitudes follow:

\[
|A(\omega)| = \omega \left| Y(\omega) \right| = \omega^2 \left| \alpha(\omega) \right| \tag{4.11}
\]

The phase difference among them remains constant at any frequency:

\[
\theta_A(\omega) = \theta_Y(\omega) + \frac{\pi}{2} = \theta_A(\omega) + \pi \tag{4.12}
\]

The reciprocals of the three FRFs of an SDoF system also bear useful physical significance and are sometimes used in modal analysis. They are respectively:

- Dynamic stiffness = \( \frac{1}{\alpha(\omega)} = \frac{\text{force}}{\text{displacement}} \) (4.13)
- Mechanical impedance = \( \frac{1}{Y(\omega)} = \frac{\text{force}}{\text{velocity}} \) (4.14)
- Apparent mass = \( \frac{1}{A(\omega)} = \frac{\text{force}}{\text{acceleration}} \) (4.15)

The FRF of an SDoF system can be presented in different forms to those in previous equations. For the case of viscous damping, the receptance FRF can be factorized to become:

\[
\alpha(\omega) = \frac{R}{j\omega - \lambda} + \frac{R^*}{j\omega - \lambda^*} \tag{4.16}
\]

where

\[
R = \frac{1}{2m\omega_0 j} \tag{4.17}
\]

\[
\lambda = (-\zeta + \sqrt{1 - \zeta^2})\omega_0 \tag{4.18}
\]

Conjugate coefficients \( R \) and \( R^* \) are called residues of the receptance. \( \lambda \) and \( \lambda^* \) are the complex poles of the SDoF system. If the same receptance FRF is seen as the transfer function with the real part of the Laplace variable nullified, then it can be expressed as:

\[
\alpha(j\omega) = \frac{1}{(j\omega)^2 m + (j\omega)c + k} \tag{4.19}
\]

The FRF can also be seen as the inverse Fourier transform of the impulse response of the system, hence:

\[
\alpha(\omega) = \mathcal{F}^{-1}(h(t)) = \int_{-\infty}^{\infty} h(t)e^{j\omega t} \, dt \tag{4.20}
\]

4.2 Graphical display of a frequency response function

Graphical display of an FRF plays a vital role in modal analysis. A different graphical display highlights different information an FRF carries. Since experimental modal
analysis often relies on curve fitting of FRF data, sound understanding of FRFs in graphical forms is imperative. In the following, we will show that even for the FRF of an SDoF system which seems to be analytically simple and trivial, much insight about the function can be gained by studying it in various forms of graphical display.

We will use first the receptance FRF to begin our exploration of the graphical display. Since the receptance FRF is a complex function of frequency, it is impossible to fully display it using merely one two-dimensional plot. A three-dimensional plot of a receptance FRF of a typical SDoF system is shown in Figure 4.2.

\[ \text{Re} \quad \text{Im} \quad \omega \]

**Figure 4.2** A three-dimensional plot of an FRF

Such a three-dimensional plot is complete because it shows the true face of an FRF. It is, however, difficult to be used especially for modal analysis where characteristics such as resonance need to be visually available. From Figure 4.2, we can see that the 3-D plot, when projected to the frequency–real plane, becomes the real part of the FRF. Likewise, its projection to the frequency–imaginary plane gives the imaginary part of the FRF and that to the real–imaginary plane is the Nyquist plot. These plots (and their variations) highlight different aspects of the FRF.

The need to investigate an FRF from a 2-D graphical manifestation gives rise to a number of different graphical presentations of it. Those often used in modal analysis are discussed below.

### 4.2.1 Amplitude–phase plot and log–log plot

The amplitude–phase plot consists of two parts: the magnitude of the FRF versus frequency and the phase versus frequency. The phase plot does not have much variety since the information of phase cannot be processed numerically in the same way magnitude data can. Therefore, the main focus will be on the magnitude plot of an FRF. This plot can be plotted on a linear scale for both frequency and magnitude axes (linear–linear plot). Figures 4.3, 4.4 and 4.5 show the receptance, mobility and accelerance FRFs of the same SDoF system.

A distinct feature of these figures is the prominence of the resonance. But because of that, it is difficult to appreciate the whole FRF curve, since the high resonance peak dwarfs the rest of the curve. To overcome this, it is customary in modal analysis
to plot FRF data using logarithmic scales. This can be done in two different ways: (1) logarithmic scale for modulus axis only (linear–log plot) and (2) logarithmic scales for both modulus and frequency axes (log–log plot). In both cases, the magnitude of the FRF is converted into its decibel scale defined as:

$$\text{FRF}_{\text{dB}} = 20 \log_{10} \frac{\text{linear magnitude}}{\text{unit FRF}}$$  \hspace{1cm} (4.21)

For example, the receptance FRF in dB is estimated as:

$$\alpha(\omega)_{\text{dB}} = 20 \log_{10} \frac{|\alpha(\omega)|}{1 \text{ metre newton}}$$  \hspace{1cm} (4.22)

Figure 4.6 shows the linear–log plot of an FRF in receptance, mobility and accelerance forms.
Since the analytical expression of an FRF is determined by the system parameters (mass, stiffness and damping) as well as the variable $\omega$, it is reasonable to expect that these parameters can be derived from the FRF plot easily. However, the linear–linear plot of an FRF shown in Figures 4.3 to 4.5 is overwhelmed by the resonance peak. It is not that obvious how the physical parameters can be derived. From the SDoF vibration theory we know that at low frequency, the FRF is dominated by the stiffness characteristic of the system. At high frequency, the mass characteristic prescribes the FRF. At the vicinity of resonance, the damping characteristic commands the function. The linear–linear plot does not help. But we can use log–log plot to study the mass and stiffness characteristics of the system since the plot enhances off-resonance regions. This is discussed in Section 4.3.

### 4.2.2 Real and imaginary plots

The real and imaginary plots consist of two parts: the real part of the FRF versus frequency and the imaginary part of the FRF versus frequency. Using the structural damping model, the real and imaginary parts of the FRF are:

$$\text{Re}(\alpha(\omega)) = \frac{k - \omega^2 m}{(k - \omega^2 m)^2 + h^2} \quad (4.23)$$

$$\text{Im}(\alpha(\omega)) = \frac{-h}{(k - \omega^2 m)^2 + h^2} \quad (4.24)$$

Figures 4.7 and 4.8 show these two functions. Obviously the natural frequency occurs when the real part becomes zero. This observation is less useful than it appears to be since experimental FRF data may not have sufficient frequency resolution to pinpoint the location of the zero real part.

Likewise, the real and imaginary parts of the FRF with viscous damping are derived as:
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\[ \text{Re}(\alpha(\omega)) = \frac{k - \omega^2 m}{(k - \omega^2 m)^2 + (\omega c)^2} \]  (4.25)

\[ \text{Im}(\alpha(\omega)) = \frac{-\omega c}{(k - \omega^2 m)^2 + (\omega c)^2} \]  (4.26)

these functions are shown in Figures 4.9 and 4.10.

4.2.3 Nyquist plot

A Nyquist plot shows on the complex plane the real part of an FRF against its imaginary part with frequency as an implicit variable. The benefit of using Nyquist plot comes from the circularity of an FRF on the complex plane. This will be shown in Section 4.3. For an SDoF system with structural damping, we can draw a Nyquist plot for its receptance, mobility and accelerance FRFs in Figure 4.11. These three plots are not drawn to scale.
Although all three plots in Figure 4.11 appear to be circles, only the receptance FRF is a real one. From equations (4.23) and (4.24) we can see that the receptance

FRF begins from point \( \left( \frac{k}{k^2 + h^2}, \frac{-h}{k^2 + h^2} \right) \) while both mobility and accelerance FRFs begin from the origin. All three end at the origin. For measured FRF data, only a finite frequency range is covered and a limited number of data points are available so that we always have a fraction of the complete Nyquist plot.

For an SDoF system with viscous damping, we can also draw a Nyquist plot for its receptance, mobility and accelerance FRFs. All three plots begin and end at the origin. Although all three plots in Figure 4.12 appear to be circles, only the mobility FRF is a real one. This is explained in section 4.3.

4.2.4 Dynamic stiffness plot

Dynamic stiffness is the inverse of receptance FRF. Analytically, it shows a remarkable
simplicity compared with the receptance itself. Using the FRF in equation (4.12), the inverse of the FRF becomes:

\[ \frac{1}{\alpha(\omega)} = k - \omega^2 m + jh \]  \hspace{1cm} (4.27)

The real part of the dynamic stiffness is a linear function of \( \omega^2 \). If plotted against \( \omega^2 \), the straight line intercepts with the frequency axis when the frequency is equal to the natural frequency. The imaginary part is a constant. When plotted against \( \omega^2 \), the height of the horizontal line tells the extent of structural damping, as shown in Figure 4.13.

For the FRF with viscous damping model, the same simplicity exists, except that the imaginary part of the dynamic stiffness is now a linear function of frequency, resulting in a tilted straight line. The slope of the line derives the amount of viscous damping, as shown in Figure 4.14.

\[ \frac{1}{\alpha(\omega)} = k - \omega^2 m + j\omega c \]  \hspace{1cm} (4.28)
4.3 Properties of the FRF of an SDoF system

The frequency response function of an SDoF system can be displayed in a number of different ways, as shown in the preceding section. Each display method is able to highlight a specific aspect of the FRF. For example, linear modulus versus frequency highlights the resonance while other parts of the function are disfigured. Through different ways of FRF display, some interesting properties of the FRF can be revealed. In this section, we will try to exploit further the display of an FRF and identify its properties which will form bases on which several modal analysis methods will be developed.

4.3.1 Asymptoticity of log–log plots

As we have seen, the linear–linear plot of an FRF is dominated by the resonance. It is unlikely to expose the beginning and the far end of the FRF where stiffness and mass characteristics of the system are portrayed. The alternative is the log–log plot
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Figure 4.13 Real and imaginary plots of dynamic stiffness with structural damping

Figure 4.14 Real and imaginary plots of dynamic stiffness with viscous damping
which is able to compensate this deficiency. Using receptance FRF as an example, we know that:

\[
\alpha(\omega) \big|_{\omega \ll \omega_0} \approx \frac{1}{k} \tag{4.29}
\]

or

\[
\alpha(\omega) \big|_{\omega \ll \omega_0} \approx -20 \log k \ \text{dB} \tag{4.30}
\]

Therefore, the beginning of the log–log plot of the receptance FRF follows a horizontal asymptote line that shows an intercept at \(-20 \log k\), as shown in Figure 4.15. This asymptote line is also called the stiffness line for the FRF.

Likewise, the mass line can be found from the log–log plot of the receptance FRF. At high frequency, we have:

\[
\alpha(\omega) \big|_{\omega \gg \omega_0} \approx \frac{1}{m\omega^2} \tag{4.31}
\]

or

\[
\alpha(\omega) \big|_{\omega \gg \omega_0} \approx -20 \log m - 40 \log \omega \ \text{dB} \tag{4.32}
\]

This shows that towards the end the log–log plot the receptance FRF conforms to an asymptote line that intercepts the vertical axis at \(-20 \log m\). This asymptote line is called the mass line for the FRF.

From the mass and stiffness lines and their intercepts, we are able to estimate the mass and stiffness quantities of the SDoF system. This is an outcome a simple linear plot of the FRF does not offer. We can also see that the damping amount in the system should not vary the mass and stiffness lines since damping contributes little away from resonance.

### 4.3.2 Circularity of the Nyquist plot

Another useful property of the FRF of an SDoF system is the circularity of its Nyquist plot. We have seen that the Nyquist plots of all three forms of FRFs appear
to be circles. Here, we have the analytical explanation. For an SDoF system with viscous damping, the mobility FRF is given as:

$$Y(\omega) = \frac{j\omega}{k - m\omega^2 + j\omega c}$$  \hspace{1cm} (4.17)

Its real and imaginary parts can be derived as:

$$\text{Re}(Y(\omega)) = \frac{\omega^2 c}{(k - m\omega^2)^2 + (\omega c)^2}$$ \hspace{1cm} (4.33a)

and

$$\text{Im}(Y(\omega)) = \frac{\omega(k - m\omega^2)}{(k - m\omega^2)^2 + (\omega c)^2}$$ \hspace{1cm} (4.33b)

Mathematically, it is easy to verify the following equation:

$$\left(\text{Re}(Y(\omega)) - \frac{1}{2c}\right)^2 + (\text{Im}(Y(\omega)))^2 = \left(\frac{1}{2c}\right)^2$$  \hspace{1cm} (4.34)

According to analytical geometry, this equation depicts a circle centred at point \(\left(\frac{1}{2c}, 0\right)\) with a radius of \(\frac{1}{2c}\). Neither the receptance nor accelerance shares this circularity. Figure 4.16 shows the circle of the mobility FRF data. The FRF commences from and ends at the origin of the complex plane.

![Figure 4.16 Nyquist plot of mobility FRF with viscous damping](image)

For comparison, the same FRF in receptance form is plotted in Figure 4.17. Due to the significant presence of damping, the receptance Nyquist plot is clearly skewed from a perfect circle.

For an SDoF system with structural damping, the circularity also exists except that it lies with receptance FRF. The real and imaginary parts of the receptance FRF are found to be:

$$\text{Re}(\alpha(\omega)) = \frac{(k - m\omega^2)}{(k - m\omega^2)^2 + h^2}$$ \hspace{1cm} (4.23)
It can be shown that the following equation satisfies:

\[
(\text{Re}(\alpha(\omega)))^2 + \left(\text{Im}(\alpha(\omega)) + \frac{1}{2h}\right)^2 = \left(\frac{1}{2h}\right)^2
\]

(4.35)

This equation represents a circle with its centre at point \(0, -\frac{1}{2h}\) and radius equal to \(\frac{1}{2h}\). Neither the mobility nor accelerance share the circularity. The receptance FRF does not commence from the origin of the complex plane. Figure 4.18 shows the circle of the receptance FRF.

The circularity of the receptance FRF gives rise to a classical modal analysis method called the circle fit method. This method is numerically simple. It is also possible to interpolate data points after circle fit to estimate more precisely the natural frequency, and, therefore, other parameters. The modal analysis methods related to the circularity property of an FRF will be discussed in Chapter 8.
4.3.3 Linearity of dynamic stiffness

The remarkable linearity of the dynamic stiffness of an SDoF system has been shown by the dynamic stiffness plots in Figures 4.13 and 4.14. For an SDoF receptance FRF with structural damping, the real part of the inverse FRF is a linear function of $\omega^2$ and the imaginary part is a constant. This simplicity is not repeated on the inverse of mobility or accelerance FRFs. For the FRF with viscous damping model, the same simplicity has been observed. The real part of the dynamic stiffness has not changed but the imaginary part becomes a linear function of frequency $\omega$.

The dynamic stiffness separates damping property of the system from the mass and stiffness properties. This is a characteristic no other form of SDoF FRFs share. The simplicity of the real and imaginary plots of dynamic stiffness suggests that line fitting can be used to estimate parameters of the system. Relevant methods will be presented in Chapter 8.
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Modal analysis of an undamped MDoF system

The analysis of a multi-degree-of-freedom (MDoF) dynamic system is a natural extension of that of an SDoF system. For many mechanical and structural systems, more than one coordinate is needed to describe its motion and vibration sufficiently. The result is an MDoF model. Such a model characterizes a system in terms of mass and stiffness matrices. As a result, the matrix method becomes an essential part of the analysis. This chapter is focused on the modal analysis theory of an undamped MDoF system. Like an SDoF system, the analysis extends from the traditional vibration analysis for an MDoF system where response was the main concern. Damping will be introduced in the next chapter.

5.1 Normal modes and orthogonality of an undamped MDoF system

5.1.1 Normal modes of an undamped MDoF system

From Chapter 3 we know that the equation of motion for free vibration of an MDoF system leads to the following eigenvalue problem:

\[
([K] - \omega^2[M])\{\Psi\} = \{0\} \tag{5.1}
\]

Here, both the mass matrix \([M]\) and the stiffness matrix \([K]\) are symmetric. The mass matrix is usually positive definite while the stiffness matrix may become semi-positive definite if the system possesses rigid body vibration modes.

The solution to equation (5.1) is composed of ‘\(n\)’ eigenvalues \(\omega^2\) and ‘\(n\)’ eigenvectors \(\{\Psi\}\), \((r = 1, 2, \ldots, n)\). The square roots of these eigenvalues are the natural frequencies of the system and the eigenvectors its mode shapes. It is evident that mode shapes are not unique since multiples of \(\{\Psi\}\), also satisfy equation (5.1). Mode shapes \(\{\Psi\}\), are referred to as principal modes, or normal modes of the system. They are also called undamped modes for the obvious reason.

From linear algebra we know that, if the natural frequencies are non-zero and distinct, then all the mode shapes are independent. Therefore, ‘\(n\)’ mode shapes
collectively form a basis for ‘n’ vector space. If some natural frequencies are the same, the independence of the corresponding mode shapes is usually lost.

**Example 5.1**

Shown in Figure 5.1 is a 4 degree-of-freedom mass–spring system.

![Figure 5.1 A 4 degree-of-freedom mass–spring system](image)

The stiffness and mass elements are assigned as: \( k_1 = k_2 = k_3 = k_4 = k_5 = 1000 \, \text{N/m} \) and \( m_1 = m_2 = m_3 = m_4 = 1 \, \text{kg} \). Therefore, the mass and stiffness matrices of the system are respectively:

\[
[M] = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{bmatrix} \, \text{kg} \quad \text{and} \quad [K] = \begin{bmatrix}
2000 & -1000 & 0 & 0 \\
-1000 & 2000 & -1000 & 0 \\
0 & -1000 & 2000 & -1000 \\
0 & 0 & -1000 & 2000
\end{bmatrix} \, \text{N/m}
\]

The eigenvalue solution of equation (5.1) produces the following eigenvalues and eigenvectors which show the natural frequencies and mode shapes of the system:

\[
\omega_1^2 = 381.967 \, (\text{rad/s})^2 \quad \omega_2^2 = 1381.97 \, (\text{rad/s})^2
\]

\[
\omega_3^2 = 2618.03 \, (\text{rad/s})^2 \quad \omega_4^2 = 3618.03 \, (\text{rad/s})^2
\]

and

\[
\{\Psi\}_1 = \begin{bmatrix}
0.37363 \\
0.60455 \\
0.60455 \\
0.37363
\end{bmatrix} \quad \{\Psi\}_2 = \begin{bmatrix}
-0.36180 \\
-0.22361 \\
0.22361 \\
0.36180
\end{bmatrix} \quad \{\Psi\}_3
\]

\[
= \begin{bmatrix}
-0.44721 \\
0.27639 \\
0.27639 \\
-0.44721
\end{bmatrix} \quad \{\Psi\}_4 = \begin{bmatrix}
-0.82706 \\
1.33821 \\
-1.33821 \\
0.82706
\end{bmatrix}
\]

It is customary in modal analysis to collate all the eigenvalues and eigenvectors together in matrix forms. This will greatly convenience the analysis. If eigenvalues are arranged in an ascending order and the mode shapes are accordingly allocated in columns, then a natural frequency matrix and a mode shape matrix (also called modal matrix) can be formed as:
Natural frequency matrix $[\omega_r^2] = \begin{bmatrix} \omega_1^2 & 0 & \ldots & 0 \\ 0 & \omega_2^2 & \ldots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \ldots & \omega_n^2 \end{bmatrix}$ (5.2)

Mode shape matrix $[\Psi] = [\{\Psi\}_1, \{\Psi\}_2, \ldots, \{\Psi\}_n]$ (5.3)

For instance, for the system in Example 5.1, these matrices are:

$$[\omega_r^2] = \begin{bmatrix} 381.966 \\ 1381.97 \\ 2618.03 \\ 3618.03 \end{bmatrix} \text{ (rad/s)}^2$$

and

$$[\Psi] = \begin{bmatrix} 0.37363 & -0.36180 & -0.44721 & -0.82706 \\ 0.60455 & -0.22361 & 0.27639 & 1.33821 \\ 0.60455 & 0.22361 & 0.27639 & -1.33821 \\ 0.37363 & 0.36180 & -0.44721 & 0.82706 \end{bmatrix}$$

With (5.2) and (5.3), equation (5.1) can now be recast in matrix form as:

$$[K][\Psi] = [M][\Psi][\omega_r^2]$$ (5.4)

Similarly,


It is easy to verify numerically that for Example 5.1, the following holds:

$$\begin{bmatrix} 2000 & -1000 & 0 & 0 \\ -1000 & 2000 & -1000 & 0 \\ 0 & -1000 & 2000 & -1000 \\ 0 & 0 & -1000 & 2000 \end{bmatrix} \times \begin{bmatrix} 0.37363 & -0.36180 & -0.44721 & -0.82706 \\ 0.60455 & -0.22361 & 0.27639 & 1.33821 \\ 0.60455 & 0.22361 & 0.27639 & -1.33821 \\ 0.37363 & 0.36180 & -0.44721 & 0.82706 \end{bmatrix}$$
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\[
\begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
0.37363 & -0.36180 & -0.44721 & -0.82706 \\
0.60455 & -0.22361 & 0.27639 & 1.33821 \\
0.60455 & 0.22361 & 0.27639 & -1.33821 \\
0.37363 & 0.36180 & -0.44721 & 0.82706
\end{bmatrix}
\begin{bmatrix}
381.966 \\
1381.97 \\
2618.03 \\
3618.03
\end{bmatrix}
\times
\begin{bmatrix}
381.966 \\
1381.97 \\
2618.03 \\
3618.03
\end{bmatrix}
\]

5.1.2 Orthogonality properties of an undamped MDoF system

The orthogonality properties of an undamped MDoF system are manifested in the relationship between its spatial model and the modal model. Consider the \( r \)th and \( s \)th modes of the system, equation (5.1) becomes:

\[
([K] - \omega^2_r [M])\{\Psi\}_r = \{0\}
\]

and

\[
([K] - \omega^2_s [M])\{\Psi\}_s = \{0\}
\]

Pre-multiplying equation (5.7) by \( \{\Psi\}_r^T \) yields:

\[
\{\Psi\}_r^T ([K] - \omega^2_s [M])\{\Psi\}_s = 0
\]

Meanwhile, transposing equation (5.6) and post-multiplying it by \( \{\Psi\}_s \) gives

\[
\{\Psi\}_r^T ([K] - \omega^2_r [M])\{\Psi\}_s = 0
\]

Subtracting equations (5.8) and (5.9) yields:

\[
(\omega^2_s - \omega^2_r)\{\Psi\}_r^T [M]\{\Psi\}_s = 0
\]

Since \( \omega^2_s \neq \omega^2_r \), equation (5.10) suggests that:

\[
\{\Psi\}_r^T [M]\{\Psi\}_s = 0 \quad \text{for} \quad r \neq s
\]

Substituting equations (5.11) into (5.9) yields:

\[
\{\Psi\}_r^T [K]\{\Psi\}_s = 0 \quad \text{for} \quad r \neq s
\]

These two equations mean that mode shapes are orthogonal to each other with respect to matrices \([M]\) and \([K]\). Pre-multiplying equation (5.6) by \( \{\Psi\}_r^T \) yields:

\[
\{\Psi\}_r^T [M]\{\Psi\}_s = \omega^2_r \{\Psi\}_r^T [M]\{\Psi\}_r \quad (r = 1, 2, \ldots, n)
\]
Let
\[ \{\Psi\}^T [M] \{\Psi\}_r = m_r \]  
(5.14)
and
\[ \{\Psi\}^T [K] \{\Psi\}_r = k_r \]  
(5.15)
then
\[ \omega_r^2 = \frac{k_r}{m_r} \quad (r = 1, 2, \ldots, n) \]  
(5.16)

Here \( m_r \) and \( k_r \) are called modal mass and modal stiffness, or generalized mass and generalized stiffness, of the \( r \)th mode respectively, but they do not have the same units as mass and stiffness.

The results of equations (5.6) to (5.15) pronounce that the mode shapes of an undamped MDof system with distinct natural frequencies are orthogonal to each other with respect to system mass and stiffness matrices. This is known as the principle of orthogonality. In matrix forms, this principle can be expressed in a more succinct form:

\[ [\Psi]^T [M][\Psi] = [\cdot m_i] = \begin{bmatrix} m_1 & 0 & \ldots & 0 \\ 0 & m_2 & \ldots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \ldots & m_n \end{bmatrix} \]  
(5.17)

and

\[ [\Psi]^T [K][\Psi] = [\cdot k_i] = \begin{bmatrix} k_1 & 0 & \ldots & 0 \\ 0 & k_2 & \ldots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \ldots & k_n \end{bmatrix} \]  
(5.18)

and
\[ [\cdot \omega_r^2] = [\cdot k_i][\cdot m_i]^{-1} \]  
(5.19)

Matrix \([\cdot m_i]\) is referred to as the modal mass matrix, and \([\cdot k_i]\) the modal stiffness matrix. In them, diagonal element \( m_i \) is the modal mass of the \( i \)th mode and \( k_i \) the modal stiffness of it.

**Example 5.2**
Verify the orthogonality properties of the 4DoF system given in Example 5.1.

**Solution:** From the known natural frequency and mode shape matrices of the system, the orthogonality properties are verified below.

\[
[\Psi]^T [M][\Psi] = \begin{bmatrix} 1.01017 & 0 & 0 & 0 \\ 0 & 0.36180 & 0 & 0 \\ 0 & 0 & 0.55279 & 0 \\ 0 & 0 & 0 & 0.94966 \end{bmatrix}
\]

and
\[
[\Psi]^T [K][\Psi] = \begin{bmatrix} 385.851 & 499.995 \\ 499.995 & 1447.22 \\ 1447.22 & 3435.90 \end{bmatrix}
\]
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It is also easy to see that:

\[
\begin{bmatrix}
385.851 & 499.995 \\
1447.22 & 3435.90 \\
381.966 & 1381.97 \\
2618.03 & 3618.03
\end{bmatrix}
\begin{bmatrix}
1.01017 \\
0.36180 \\
0.55279 \\
0.94966
\end{bmatrix}^{-1} =
\begin{bmatrix}
381.966 \\
1381.97 \\
2618.03 \\
3618.03
\end{bmatrix} = \begin{bmatrix} \omega_r^2 \end{bmatrix}
\]

Since ‘n’ mode shapes of an MDoF system collectively form a basis for ‘n’ vector space, it can be said that the free vibration of the system consists of a linear combination of all modes. The equation of motion of the system has been converted into an eigenvalue problem as:

\[
([K] - \omega^2[M])\{X\} = \{0\} \quad (3.21)
\]

As we have:

\[
\{X\} = [\Psi]\{Y\} \quad (5.20)
\]

here \{Y\} consists of the principal coordinates, this equation becomes:

\[
([K] - \omega^2[M])[\Psi]\{Y\} = \{0\} \quad (5.21)
\]

Pre-multiplying the equation with matrix \([\Psi]^T\) and using the principle of orthogonality, we can transform this equation into:

\[
\begin{bmatrix} \cdot k_i \end{bmatrix} - \omega^2 \begin{bmatrix} \cdot m_i \end{bmatrix}\{Y\} = \{0\} \quad (5.22)
\]

Therefore, we found that the mode shapes are able to ‘diagonalize’ the matrix equation of motion and decouple the ‘n’ intertwined equations into ‘n’ independent ones. This means an MDoF system now effectively becomes a collection of separate SDoF systems. For example, the 2DoF system shown in Figure 5.2 can be converted into two SDoF systems.

![Figure 5.2 Modal decoupling of a 2DoF system](image)

The decoupling not only provides a convenient numerical analysis for an MDoF system but also offers a unique physical interpretation of its modal behaviour.
5.2 Frequency response functions of an undamped MDoF system

5.2.1 Dynamic stiffness matrix and receptance matrix

In Chapter 3, it has been shown that, using Lagrange’s equation or Newton’s laws of motion, the matrix form of the equations of motion of an MDoF conservative system becomes:

\[
[M] \{\ddot{x}(t)\} + [K] \{x(t)\} = \{f(t)\}
\]  

(5.23)

Here, \( \{f(t)\} \) is an \( n \times 1 \) force vector of ‘\( n \)’ external forces. If these forces are harmonic with the same frequency and phase (assume the phase is zero), then:

\[
\{f(t)\} = \begin{bmatrix} F_1 \\ F_2 \\ \vdots \\ F_n \end{bmatrix} \sin \omega t = \{F\} \sin \omega t
\]  

(5.24)

Here \( F_r (r = 1, 2, \ldots, n) \) are the amplitudes of the harmonic forces. They are real quantities. Figure 5.3 shows a cantilever beam excited by a group of external forces.

![Figure 5.3 A cantilever excited by a number of external forces](image)

As described in Chapter 2, the system will vibrate harmonically. The displacement and acceleration vectors can then be expressed respectively as:

\[
\{x(t)\} = \begin{bmatrix} X_1 \\ X_2 \\ \vdots \\ X_n \end{bmatrix} \sin \omega t = \{X\} \sin \omega t
\]  

(5.25)
Substituting equations (5.25) and (5.26) into (5.23) will yield:

\[-\omega^2 [M] \{X\} \sin \omega t + [K] \{X\} \sin \omega t = \{F\} \sin \omega t\]  

(5.27)

or

\[[K] - \omega^2 [M] \{X\} = \{F\}\]  

(5.28)

Matrix \([K] - \omega^2 [M]\) is known as the dynamic stiffness matrix of an MDoF system (it has the unit of stiffness) and is denoted as \([Z(\omega)]\), i.e.:

\[[Z(\omega)] = [K] - \omega^2 [M]\]  

(5.29)

and \(z_{ij}(\omega) = k_{ij} - \omega^2 m_{ij}\). Thus, (5.28) can be written as:

\[[Z(\omega)] \{X\} = \{F\}\]  

(5.30)

If matrix \([Z(\omega)]\) is non-singular (which is true unless frequency \(\omega\) is equal to one of the natural frequencies), then the amplitude responses of the system can be obtained by:

\[\{X\} = [Z(\omega)]^{-1} \{F\}\]  

(5.30)

The inverse of matrix \([Z(\omega)]\) is defined as the receptance FRF matrix of the system and is denoted as \([\alpha(\omega)]\), i.e.:

\[[\alpha(\omega)] = ([K] - \omega^2 [M])^{-1}\]  

(5.31)

Equation (5.30) can now be written as:

\[\{X\} = [\alpha(\omega)] \{F\}\]  

(5.32)

The receptance matrix is symmetrical because the dynamic stiffness matrix is symmetrical. This symmetry property manifests the reciprocity nature of a linear MDoF system regarding its vibration responses. Thus, the response at coordinate ‘i’ due to a single force applied at coordinate ‘j’ is the same as the response at coordinate ‘j’ due to the same force applied at coordinate ‘i’. When the response and excitation coordinates coincide \((i = j)\), the FRF is referred to as a point FRF. Otherwise it is called a transfer FRF.

It is important to know that, although derived from forced vibration, the receptance FRFs reflect the properties of a linear vibrating system, similar to the natural frequencies.
and mode shapes of the system. Therefore, they do not depend upon external forces. The dependency can only occur if the system’s dynamic behaviour is nonlinear.

**Example 5.3**
Show the receptance $\alpha_{11}(\omega)$ of the 4DoF system given in Example 5.1.

**Solution:** For the system in Example 5.1, its receptance $\alpha_{11}(\omega)$ can be calculated using equation (5.31) and shown in Figure 5.4 in a linear scale.

![Figure 5.4 Receptance $\alpha_{11}(\omega)$ of the 4DoF system in Figure 5.1](image)

**5.2.2 Physical interpretation of a receptance FRF**

The physical meaning of a receptance FRF in the MDoF case is not as apparent as that in an SDoF case. However, it does exist for each receptance function in matrix $[\alpha(\omega)]$. We begin with the response amplitude at coordinate ‘$i$’, equation (5.32) can be reduced into:

$$X_i = \alpha(\omega)_{i1}F_1 + \alpha(\omega)_{i2}F_2 + \ldots + \alpha(\omega)_{in}F_n$$  \hspace{1cm} (5.33)

If only one force is applied to the system, say $F_j$, then (5.33) will reduce to:

$$\alpha(\omega)_{ij} = \frac{X_i}{F_j}$$ \hspace{1cm} (F_r = 0, \ r = 1, 2, \ldots, \ n \text{ and } r \neq j) \hspace{1cm} (5.34)

This suggests that the $ij$th element in matrix $[\alpha(\omega)]$ is the frequency response function when the system only has one input force applied at coordinate ‘$j$’ and the response is measured at coordinate ‘$i$’. This is the physical interpretation of a receptance FRF for an MDoF system.

If there is an additional force (say $F_r$ and $r \neq j$) applied to the system, then the ratio $\frac{X_i}{F_j}$ will not yield the receptance FRF $\alpha(\omega)_{ij}$ since this time:

$$\frac{X_i}{F_j} = \alpha(\omega)_{ij} + \alpha(\omega)_{ir} \frac{F_r}{F_j}$$  \hspace{1cm} (5.35)

Like the SDoF case, the mobility and accelerance FRFs of an MDoF system can be
derived from the receptance counterparts. Thus, if the acceleration FRF matrix is denoted as \([A(\omega)]\) and mobility as \([Y(\omega)]\), then we have:

\[
[Y(\omega)] = -j\omega [\alpha(\omega)]
\] (5.36)

and

\[
[A(\omega)] = -\omega^2 [\alpha(\omega)]
\] (5.37)

### 5.2.3 Display of an FRF of an undamped MDoF system

Like an SDoF case, an FRF of an MDoF system can be displayed in different ways. An appropriate selection of display can help to highlight particular properties of the FRF. This is important given that an MDoF FRF contains more than one resonance and therefore has special features such as anti-resonances and minima. Magnitude plot, log–log magnitude plots and the inverse FRF are several customary ways of displaying an FRF. Other methods such as the Nyquist plot and real–imaginary plot are not theoretically applicable to the FRFs of an undamped MDoF system. Those methods, which are also vitally important in modal analysis, will be covered in the next chapter where a damped MDoF system will be investigated.

A magnitude plot of an FRF can display the magnitude of the FRF against frequency in linear scale. For instance, Figure 5.3 shows \(\alpha_{11}(\omega)\) of the 4DoF system given in Example 5.1. The magnitude plot clearly exhibits the resonances. However, details of the FRF curve are swamped because of the prominence of resonance peaks. In particular, characteristics such as anti-resonances become invisible.

Like for an SDoF case, a very effective remedy to show the details of an FRF curve is to replace the linear amplitude scale with logarithmic amplitude scale. Thus, details of the whole FRF curve can be exposed. In practice, it is most convenient to utilize decibel scale which is referred to a unit quantity of the FRF. The dB scale has been defined in Chapter 4. Thus, the receptance of the 4DoF system given in Example 5.1, if plotted in dB scale, becomes the curve shown in Figure 5.5.

The comparison of Figures 5.5 with 5.4 clearly demonstrates the advantages of using the dB scale, the whole receptance curve – both the resonance and anti-resonances – is clearly visible. Figure 5.6 shows the log–log plot of the same FRF. This plot

![Figure 5.5 Receptance \(\alpha_{11}(\omega)\) of the 4DoF system in Figure 5.1](image-url)
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reveals the asymptotic properties of the FRF which will be discussed later in this chapter.

An FRF can also be presented in its inverse form in linear or dB scale. Figure 5.7 shows the inverse receptance $\alpha_{11}(\omega)$ of the 4DoF system in Figure 5.1 and Figure 5.8 the same inverse receptance FRF in dB scale.

Apparently, the inverse FRF helps to expose the vicinity of anti-resonances and minima of the FRF. However, its real significance lies in the modal data extraction to be discussed in Chapter 8.

5.3 Mass-normalized modes and modal model of an undamped MDoF system

Mode shapes of a system are not unique since multiples of them are equally valid. Mass-normalized mode shapes are unique presentations of the mode shapes. They are
important in the further development of modal analysis theory, especially when applied to experimental modal analysis.

A mass-normalized mode shape is a mode shape normalized using the modal mass. Since \( \{\Psi\}_r^T [M] \{\Psi\}_r = m_r \) \((r = 1, 2, \ldots, n)\), mode shape \( \{\Psi\}_r \) can be normalized in the following way:

\[
\{\phi\}_r = \frac{1}{\sqrt{m_r}} \{\Psi\}_r \quad (r = 1, 2, \ldots, n) \tag{5.38}
\]

Here, \( \{\phi\}_r \) is called the mass-normalized mode shape of the system. Equation (5.38) can also be written in matrix form:

\[
[\Phi] = [\Psi][\sqrt{m_r}]^{-1/2} \tag{5.39}
\]

Therefore, it can be seen that, using mass-normalized mode shapes, equations (5.7 and 5.8) become:

\[
[\Phi]^T [M][\Phi] = [I] \tag{5.40}
\]

\[
[\Phi]^T [K][\Phi] = [\cdot\omega_r^2] \tag{5.41}
\]

Mass-normalized mode shape matrix \([\Phi]\) is unique to an MDoF system. The importance of the mass-normalized mode shapes, however, lies in the fact that the frequency response functions of an undamped MDoF system can be expressed in terms of mass-normalized mode shapes and natural frequencies. Such an expression of an FRF manifests the essence of modal analysis. This will be discussed in the next section in this chapter.

Matrices \([\cdot\omega_r^2]\) and \([\cdot\Phi]\) of an MDoF system constitute its modal model of the system. This model can be derived from the spatial model of the system which comprises matrices \([M]\) and \([K]\). The response model of the system contains its FRFs.

Example 5.4
The mass and stiffness matrices of the 4DoF system in Example 5.1 are respectively:
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\[ [M] = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix} \text{kg and } [K] = \begin{bmatrix} 2000 & -1000 & 0 & 0 \\ -1000 & 2000 & -1000 & 0 \\ 0 & -1000 & 2000 & -1000 \\ 0 & 0 & -1000 & 2000 \end{bmatrix} \text{N/m} \]

and the mode shape matrix is:

\[ [\Psi] = \begin{bmatrix} 0.37363 & -0.36180 & -0.44721 & -0.82706 \\ 0.60455 & -0.22361 & 0.27639 & 1.33821 \\ 0.60455 & 0.22361 & 0.27639 & -1.33821 \\ 0.37363 & 0.36180 & -0.44721 & 0.82706 \end{bmatrix} \]

Therefore, the modal mass matrix can be calculated as:

\[ [m_i] = [\Psi]^T [M] [\Psi] = \begin{bmatrix} 1.01017 & 0 & 0 & 0 \\ 0 & 0.36180 & 0 & 0 \\ 0 & 0 & 0.55279 & 0 \\ 0 & 0 & 0 & 0.94966 \end{bmatrix} \]

According to equation (5.7), the mass-normalized mode shape matrix of the 4DoF system becomes:

\[ [\Phi] = \begin{bmatrix} 0.37363 & -0.36180 & -0.44721 & -0.82706 \\ 0.60455 & -0.22361 & 0.27639 & 1.33821 \\ 0.60455 & 0.22361 & 0.27639 & -1.33821 \\ 0.37363 & 0.36180 & -0.44721 & 0.82706 \end{bmatrix} \begin{bmatrix} 1.01017 & 0 & 0 & 0 \\ 0 & 0.36180 & 0 & 0 \\ 0 & 0 & 0.55279 & 0 \\ 0 & 0 & 0 & 0.94966 \end{bmatrix}^{-1/2} \]

\[ = \begin{bmatrix} 0.37175 & -0.60150 & -0.60150 & -0.37175 \\ 0.60150 & -0.37175 & -0.37175 & 0.60150 \\ 0.60150 & 0.37175 & 0.37175 & -0.60150 \\ 0.37175 & 0.60150 & -0.60150 & 0.37175 \end{bmatrix} \]

This mass-normalized mode shape matrix can be used to verify equations (5.40 and 41).

5.4 Frequency response functions and the modal model

5.4.1 Decomposition of an FRF using modal data

Though the receptance FRF matrix is defined in equation (5.31), the actual derivation of the matrix by that equation can be very time consuming since, for every frequency given, an \( n \times n \) dynamic stiffness matrix has to be inverted. However, using the orthogonality properties of an MDoF system, the receptance matrix can be derived much more easily from the natural frequency and mode shape matrices. We begin at equation (5.31) which can lead to:
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\[ [\Phi]^T([K] - \omega^2[M])[\Phi] = [\Phi]^T[\alpha(\omega)]^{-1}[\Phi] \quad (5.42) \]

or

\[ [\alpha(\omega)] = [\Phi][-(\omega_\tau^2 - \omega^2)][\Phi]^T \quad (5.43) \]

i.e.

\[ [\alpha(\omega)] = [\Phi][-(\omega_\tau^2 - \omega^2)][\Phi]^T \quad (5.44) \]

It can be seen that \([\alpha(\omega)]\) is symmetric, which is indicative of the principle of reciprocity.

For a single receptance FRF \(\alpha_{jk}(\omega)\), equation (5.44) can also be written as:

\[ \alpha_{jk}(\omega) = \frac{\phi_{j1}\phi_{k1}}{\omega_1^2 - \omega^2} + \frac{\phi_{j2}\phi_{k2}}{\omega_2^2 - \omega^2} + \ldots + \frac{\phi_{kn}\phi_{kn}}{\omega_n^2 - \omega^2} \quad (5.45) \]

Equation (5.45) is the essence of modal analysis. By expressing an FRF in terms of modal data, it becomes clear that the FRF comprises the contributions of all individual modes.

Example 5.5

For the 4DoF system shown in Figure 5.1, the receptance \(\alpha_{11}(\omega)\) can be decomposed into the contributions of four individual modes. Figure 5.9 shows the \(\alpha_{11}(\omega)\) due to each individual mode in non-solid lines and the complete \(\alpha_{11}(\omega)\) in solid line.

\[ \alpha_{11}(\omega) \] in dB
\[ \omega \text{ rad/s} \]

Equation (5.45) can also be written in a different form as:

\[ \alpha_{jk}(\omega) = \mathcal{F}_{jk}\left\{ \frac{1}{\omega_\tau^2 - \omega^2} \right\} \quad (5.47) \]
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Here, \( r_{jk} = \phi_j \phi_k \) is the product of the \( j \)th and \( k \)th elements in the \( r \)th mode shape \( \{ \phi \}_r \). It is known as the 'modal constant'. They are related but not equal to residue. Thus, the \( p \)th column of matrix \([\alpha(\omega)]\) can be written as:

\[
\{\alpha(\omega)\}_p = \begin{bmatrix}
\alpha(\omega)_{p1} \\
\alpha(\omega)_{p2} \\
\vdots \\
\alpha(\omega)_{pn}
\end{bmatrix} = [A_p] \begin{bmatrix} 1 \\ \frac{1}{\omega_r^2 - \omega^2} \end{bmatrix} \quad (5.48)
\]

Here, \([A_p] = \begin{bmatrix}
1A_{p1} & 2A_{p1} & \cdots & nA_{p1} \\
1A_{p2} & 2A_{p2} & \cdots & nA_{p2} \\
\vdots & \vdots & \ddots & \vdots \\
1A_{pn} & 2A_{pn} & \cdots & nA_{pn}
\end{bmatrix} \quad (5.49)\]

Matrix \([A_p]\) is called modal constant matrix for the \( p \)th column of receptance matrix \([\alpha(\omega)]\). Each column of \([\alpha(\omega)]\) has its own modal constant matrix. The mass-normalized mode shapes of a system can be derived from one of its modal constant matrices.

5.4.2 Other forms of an FRF

A receptance FRF can be presented in forms other than that in equations (5.45) and (5.46). One useful form is a ratio of two polynomials:

\[
\alpha_{jk}(\omega) = \frac{c_0 + c_1\omega^2 + c_2\omega^4 + \ldots + c_{n-1}\omega^{2(n-1)}}{(\omega_1^2 - \omega^2)(\omega_2^2 - \omega^2) \ldots (\omega_n^2 - \omega^2)} \quad (5.50)
\]

Here, coefficients \( c_r \) \((r = 0, 1, 2, \ldots, n - 1)\) are real constants or zero. If the receptance has 'm' frequencies which makes the numerator equal to zero, then \( \alpha_{jk}(\omega) \) can be factorized to become:

\[
\alpha_{jk}(\omega) = \frac{C(\Omega_1^2 - \omega^2)(\Omega_2^2 - \omega^2) \ldots (\Omega_m^2 - \omega^2)}{(\omega_1^2 - \omega^2)(\omega_2^2 - \omega^2) \ldots (\omega_n^2 - \omega^2)} \quad (5.51)
\]

Here, \( \Omega_r \) \((r = 1, 2, \ldots, m)\) are the anti-resonance frequencies. The reciprocal of constant \( C \) will be the effective stiffness between coordinates \( j \) and \( k \) when the system is 'grounded', or it will be the effective mass between \( j \) and \( k \) when the system is in a 'free–free' condition.

5.5 Asymptote properties of FRFs of an undamped MDoF system

The asymptote (also known as skeleton) properties discussed in Chapter 3 for the FRF of an SDoF system can be extended to the MDoF system. The asymptotes of an
MDoF system provide insights into the system and are useful in developing an understanding of the system’s dynamic behaviour. However, explanation of mass and stiffness lines now becomes inconspicuous.

It is convenient to use a 2DoF system to discuss the asymptote properties of MDoF systems, since the outcome is generally extendable. Figure 5.10 shows a 2DoF mass–stiffness system and its \( \alpha(\omega)_{11} \) receptance FRF in log–log scale.

From the results derived in Chapter 3 for an SDoF system, we know that the following equivalent mass and stiffness quantities can be identified:

\[
K_{e1} = \frac{k_1 k_2}{k_1 + k_2} \tag{5.52}
\]

\[
M_{e1} = \frac{K_{e1}}{\omega_{R1}^2} \tag{5.53}
\]

\[
K_{e2} = \frac{M_{e1}}{\omega_1^2} \tag{5.54}
\]

\[
M_{e2} = \frac{K_{e2}}{\omega_2^2} = m_2 \tag{5.55}
\]

In addition, the receptance \( \alpha(\omega)_{11} \) of the system can be expressed as:

\[
\alpha(\omega)_{11} = C \frac{(\Omega_1^2 - \omega^2)}{(\omega_1^2 - \omega^2)(\omega_2^2 - \omega^2)} \tag{5.56}
\]

The static stiffness of the receptance can be derived as:

\[
K_{\text{static}} = K_{e1} = \left. \frac{1}{\alpha(\omega)_{11}} \right|_{\omega=0} = \frac{\omega_1^2 \omega_2^2}{C \Omega_1^2} \tag{5.57}
\]

Thus, the four asymptote lines in Figure 5.10 can also be represented by the following linear functions of log \( \omega \).
These four asymptote lines are connected, as shown in Figure 5.10. It is also noted that equations (5.58) to (5.61) are effectively equivalent to equations (5.52) to (5.55).

The conclusion of the asymptotes for a 2DoF system can be extended to an MDoF system. For example, a shaft–disc propulsion system is modelled by an NDoF system (Figure 5.11) to study their dynamics.

![Figure 5.11 A shaft-disc propulsion system and its model](image)

Take the point receptance FRF at the far right end of the model. The function can be written as:

$$\alpha_{NN}(\omega) = \frac{m_1 m_2 \ldots m_{N-1} (\Omega_1^2 - \omega^2)(\Omega_2^2 - \omega^2) \ldots (\Omega_{N-1}^2 - \omega^2)}{m_1 m_2 \ldots m_N (\omega_1^2 - \omega^2)(\omega_2^2 - \omega^2) \ldots (\omega_N^2 - \omega^2)} \quad (5.62)$$

or

$$\alpha_{NN}(\omega) = \frac{1}{m_N} \frac{\Omega_1^2 \ldots \Omega_{N-1}^2}{\omega_1^2 \ldots \omega_N^2} \left( \frac{1 - \frac{\omega^2}{\Omega_1^2}}{1 - \frac{\omega^2}{\omega_1^2}} \right) \ldots \left( \frac{1 - \frac{\omega^2}{\Omega_{N-1}^2}}{1 - \frac{\omega^2}{\omega_{N-1}^2}} \right) \quad (5.63)$$

It is obvious that the DC component of the FRF is:

$$\alpha_{NN}(0) = \frac{1}{k_{NN}} = \frac{1}{m_N} \frac{\Omega_1^2 \ldots \Omega_{N-1}^2}{\omega_1^2 \ldots \omega_N^2} \quad (5.64)$$

$\alpha_{NN}(0)$ is the point flexibility of the system. It indicates the local deflection due to a static unity load. Therefore, the first stiffness line for the FRF is located at:

$$y = -20 \log k_{NN} \quad (5.65)$$
Between the first resonance frequency $\omega_1$ and the first anti-resonance frequency $\Omega_1$, lies the first mass line. From equation (5.65) we know this mass line is located at:

$$y = 20 \log \frac{1}{k_{NN}} \frac{1}{\omega^2} = -20 \log \frac{k_{NN}}{\omega_1^2} - 20 \log \omega^2$$

(5.66)

The first equivalent mass is given in the equation as:

$$m_{e1} = \frac{k_{NN}}{\omega_1^2}$$

(5.67)

Between the first anti-resonance frequency $\Omega_1$ and the second resonance frequency $\omega_2$, lies the second stiffness line for the FRF. From equation (5.65) we also know this stiffness line lies in:

$$y = 20 \log \frac{1}{k_{NN}} \frac{1}{\Omega_1^2} = -20 \log \left( \frac{k_{NN}}{\omega_1^2} \right)$$

(5.68)

It is easy to verify that the first mass line intercepts the second stiffness line at frequency $\Omega_1$.

The second equivalent mass is given in the equation as:

$$k_{e2} = k_{NN} \frac{\Omega_1^2}{\omega_1^2}$$

(5.69)

From here we can derive generally the $i$th equivalent stiffness and mass of the point FRF as:

$$k_{ei} = k_{NN} \frac{\Omega_1^2}{\omega_1^2} \ldots \frac{\Omega_{i-1}^2}{\omega_{i-1}^2}$$

(5.70)

and

$$m_{ei} = k_{NN} \frac{1}{\omega_1^2} \frac{\Omega_1^2}{\omega_1^2} \ldots \frac{\Omega_{i-1}^2}{\omega_{i-1}^2}$$

(5.71)

As the FRF passes its last resonance, the mass line lies in:

$$y = 20 \log \frac{1}{m_N} \frac{1}{\omega^2} = -20 \log m_N - 20 \log \omega^2$$

(5.72)

The equivalent mass becomes:

$$m_{eN} = m_N$$

(5.73)

The asymptote properties of an MDoF system help in understanding the dynamic behaviour of the system from its FRFs. In Chapter 8, the asymptote properties will be used in modal analysis.
5.6 Other forms of orthogonality properties of an undamped MDoF system

The orthogonality properties of an MDoF system presented in Section 5.3 are of a most familiar form. There are also other forms of orthogonality properties which are less well known but nonetheless find certain applications in modal analysis.

5.6.1 Orthogonality between spatial model and response model

The dynamic stiffness and receptance matrix of an MDoF system are a matrix inverse pair. This suggests that column vectors of matrix \( [Z(\omega)] \) and matrix \( [\alpha(\omega)] \) are orthogonal (in fact, orthonormal) to each other. For the first column of both matrices, for instance, we have:

\[
{\{Z(\omega)\}_1}^T \{\alpha(\omega)\}_1 = \sum_{i=1}^{n} z_{1i}(\omega)\alpha_{i1}(\omega) = 1
\]

(5.74)

This equation reflects the orthogonality property of the system in the frequency domain. Further expansion will show that it is equivalent to an orthogonality of the system in the modal domain. Using equation (5.45), (5.74) can be expanded as:

\[
{\{Z(\omega)\}_1}^T \{\alpha(\omega)\}_1 = z_{11} \sum_{r=1}^{n} \frac{\phi_{1r}\phi_{1r}}{\omega_r^2 - \omega^2} + z_{12} \sum_{r=1}^{n} \frac{\phi_{2r}\phi_{1r}}{\omega_r^2 - \omega^2} + \ldots + z_{1n} \sum_{r=1}^{n} \frac{\phi_{nr}\phi_{1r}}{\omega_r^2 - \omega^2}
\]

(5.75)

\[
= \sum_{k=1}^{n} z_{1k} \phi_{k1} + \sum_{k=1}^{n} z_{1k} \phi_{k2} + \ldots + \sum_{k=1}^{n} z_{1k} \phi_{kn}
\]

(5.76)

\[
= \frac{\phi_{11}}{\omega_1^2 - \omega^2} \sum_{i=1}^{n} z_{1i}\phi_{i1} + \frac{\phi_{12}}{\omega_2^2 - \omega^2} \sum_{i=1}^{n} z_{1i}\phi_{i2} + \ldots + \frac{\phi_{1n}}{\omega_n^2 - \omega^2} \sum_{i=1}^{n} z_{1i}\phi_{in}
\]

(5.77)

Using the first column of the receptance matrix for the whole dynamic stiffness matrix, we have the following:

\[
[Z(\omega)]\{\alpha(\omega)\}_1 = \{[Z(\omega)]_1, [Z(\omega)]_2, \ldots, [Z(\omega)]_n\}^T \{\alpha(\omega)\}_1
\]

(5.78)

\[
= \{\delta_{11}, \delta_{21}, \delta_{31}, \ldots, \delta_{n1}\}^T
\]

\[
= \left(\frac{\phi_{11}}{\omega_1^2 - \omega^2}\right)[Z(\omega)]\{\phi\}_1 + \left(\frac{\phi_{12}}{\omega_2^2 - \omega^2}\right)[Z(\omega)]\{\phi\}_2 + \ldots + \left(\frac{\phi_{1n}}{\omega_n^2 - \omega^2}\right)[Z(\omega)]\{\phi\}_n
\]

(5.79)
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Here, $\delta_{ij}$ is a Kronecker factor whose value is zero but becomes one if $i$ and $j$ are equal.

Since

$$[Z(\omega)](\phi)_r = ([K] - \omega^2[M])(\phi)_r$$

$$= ([K] - \omega_r^2[M])(\phi)_r + (\omega_r^2 - \omega^2)[M](\phi)_r$$

(5.80)

$$= (\omega_r^2 - \omega^2)[M](\phi)_r$$

(5.81)

$$[Z(\omega)](\alpha(\omega))_1 = \sum_{k=1}^{n} \phi_{1k}[M](\phi)_k = \{\delta\}_1$$

(5.82)

Here, $\{\delta\}_1$ is a Kronecker vector whose elements are zeros except the first element is equal to one. Denote $\{M_r\}$ as the $r$th row of matrix $[M]$. For the whole receptance matrix, equation (5.83) can be expanded as:

$$[Z(\omega)][\alpha(\omega)] = \begin{bmatrix}
\sum_{k=1}^{n} \phi_{1k}[M_1]^T(\phi)_k & \sum_{k=1}^{n} \phi_{2k}[M_1]^T(\phi)_k & \ldots & \sum_{k=1}^{n} \phi_{nk}[M_1]^T(\phi)_k \\
\sum_{k=1}^{n} \phi_{1k}[M_2]^T(\phi)_k & \sum_{k=1}^{n} \phi_{2k}[M_2]^T(\phi)_k & \ldots & \sum_{k=1}^{n} \phi_{nk}[M_2]^T(\phi)_k \\
\ldots & \ldots & \ldots & \ldots \\
\sum_{k=1}^{n} \phi_{1k}[M_n]^T(\phi)_k & \sum_{k=1}^{n} \phi_{2k}[M_n]^T(\phi)_k & \ldots & \sum_{k=1}^{n} \phi_{nk}[M_n]^T(\phi)_k \\
\end{bmatrix} \cdot I.$$  

(5.84)

or:

$$\sum_{k=1}^{n} \phi_{rk}[M_s]^T(\phi)_k = \delta_{rs}$$

(5.85)

Therefore, the frequency domain orthogonality properties between the FRF and dynamic stiffness matrices are equivalent to a new form of modal domain orthogonality properties which involve all the mode shapes at the one time. This is unlike the modal domain orthogonality properties given by equation (5.40) which can be rewritten as:

$$\sum_{k=1}^{n} \phi_{rk}[M_k]^T(\phi)_s = \delta_{rs}$$

(5.86)

Comparison of equations (5.85) and (5.86) reveals the two different modal domain orthogonality properties.

5.6.2 Orthogonality between measured modes and their reciprocal modal vectors

The orthogonality of an MDoF system between the reciprocal modal vector and its mode shape is used primarily to check the accuracy of measured vibration modes in the absence of a reliable analytical mass matrix. A reciprocal modal vector is defined as:
It is apparent from equation (5.40) that orthogonality exists between the reciprocal modal vector \( \{\chi\} \) and the measured mode shapes \( \{\phi\} \) such that:

\[
\{\chi\}^T_p \{\phi\}_q = \{\phi\}^T_p \{\chi\}_q = \delta_{pq}
\]

or:

\[
[\chi]^T [\Phi] = [\Phi]^T [\chi] = [I]
\]

In practice, the reciprocal modal vector \( \{\chi\} \) cannot be calculated using equation (5.87) since matrix \([M]\) is not available. Therefore, measured receptance FRF data are used to derive vector \( \{\chi\} \). Since the \( p \)th column of the experimental receptance matrix can be expressed as:

\[
\{\alpha(\omega)\}_p = \left\{ \sum_{r=1}^{n} \frac{\phi_{pr} \phi_{pr}}{\omega^2_r - \omega^2} \cdots \sum_{r=1}^{n} \frac{\phi_{pr} \phi_{pr}}{\omega^2_r - \omega^2} \right\}^T
\]

\[
= \sum_{r=1}^{n} \frac{\phi_{pr}}{\omega^2_r - \omega^2} \{\phi\}_r
\]

it can be seen that

\[
\{\chi\}^T_q \{\alpha(\omega)\}_p = \frac{\phi_{pq}}{\omega^2_p - \omega^2}
\]

For a given frequency range, the reciprocal modal vector \( \{\chi\} \) can be determined from equation (5.92) by taking a number of different frequency points and formulating a set of linear equations for the elements in vector \( \{\chi\} \). For points \( \bar{\omega}_1, \bar{\omega}_2, \ldots, \bar{\omega}_n \) within a frequency range of interest, equation (5.92) can be expanded as:

\[
[\{\alpha(\omega_1)\}_p, \ldots, \{\alpha(\omega_n)\}_p]^T \{\chi\}_q = \begin{bmatrix}
\frac{\phi_{pq}}{\omega^2_q - \omega^2_1} \\
\frac{\phi_{pq}}{\omega^2_q - \omega^2_2} \\
\vdots \\
\frac{\phi_{pq}}{\omega^2_q - \omega^2_n}
\end{bmatrix}
\]

The thus determined vector \( \{\chi\} \) can then be used for the orthogonality of measured modes \( \{\phi\} \) from outside the frequency range using equation (5.88).

### 5.6.3 Orthogonality between submatrices

A submatrix of an MDoF system is a matrix that describes the quantity and connectivity of a physical component, such as a spring or a mass, in the system matrix. For
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instance, for a simple ‘n’ DoF mass–spring system, submatrix \([k]_r\) exists for the spring connecting coordinates ‘i’ and ‘j’ with stiffness \(k_{ij}\):

\[
[k]_r^{(ij)} = k_{ij}([\delta]_i + [\delta]_j)([\delta]_i + [\delta]_j)^T = k_{ij}([\Gamma]_r^{(ij)})
\]  

(5.94)

Here, vector \([\delta]_i\) is an \(n \times 1\) Kronecker vector. Matrix \([\Gamma]_r^{(ij)}\) is the participation matrix for the \(r\)th stiffness component. Most of elements in matrix \([\Gamma]_r^{(ij)}\) are zeros. The stiffness matrix of the system becomes a straight summation of all the stiffness submatrices, namely:

\[
[K] = \sum_r [k]_r = \sum_r k_{ij}([\Gamma]_r)
\]  

(5.95)

The same can be applied on the system mass matrix by defining the submatrices for the masses of the system. If two spring components are not physically connected so that no energy path exists between them, then

\[
[k]_r^{(ip)}[k]_s^{(pq)} = k_{ip}([\delta]_i + [\delta]_j)([\delta]_i + [\delta]_j)^T k_{pq}([\delta]_p + [\delta]_q)^T
\]  

(5.96)

(5.97)

This is because:

\[
([\delta]_i + [\delta]_j)([\delta]_p + [\delta]_q) = 0
\]  

(5.98)

On the other hand, if spring components \(r\) and \(s\) are connected both to coordinate ‘\(p\)’, then

\[
[k]_r^{(ip)}[k]_s^{(pq)} = k_{ip}([\delta]_i + [\delta]_j)([\delta]_i + [\delta]_j)^T k_{pq}([\delta]_p + [\delta]_q)^T k_{ip}(k_{pq})
\]  

(5.99)

\[
= k_{ip}k_{pq}(\sigma_{ip} + \sigma_{pq} + \sigma_{pp} + \sigma_{qq})
\]  

(5.100)

\[
= k_{ip}k_{pq}(\sigma_{ip} + \sigma_{pq} + \sigma_{pp} + \sigma_{qq})
\]  

(5.101)

where \([\sigma_{ip}]\) is a matrix which has zero elements everywhere except element \(ip\) is one.

Using the submatrix approach, the equation of motion of an MDoF system can be written as:

\[
\left(\sum_r [k]_r\right)\ddot{x} + \left(\sum_r [m]_r\right)x = 0
\]  

(5.102)

Pre-multiplying both sides by the participation matrix of the \(r\)th stiffness component yields:

\[
[\Gamma]_r^{(ij)}\sum_r [m]_r \ddot{x} + [\Gamma]_r^{(ij)}\sum_r [k]_r x = 0
\]  

(5.103)

Equation (5.103) contains a subset of equations given in the general equation of motion of the system. This subset of equations is concerned only with coordinates \(i\) and \(j\) – the coordinate’s stiffness component \(k_r\) is connected to. Therefore, only
masses and spring components connected to coordinates \( i \) and \( j \) will appear in equation (5.103).

Likewise, stiffness submatrices can be used for the case of frequency domain orthogonality. In this case, equation (5.74) can be rewritten as:

\[
\left( \sum_r [k]_r - \omega^2 [M] \right) \{ \alpha(\omega) \}_k = \{ \delta \}_k
\]  
(5.104)

Pre-multiplying both sides by the participation matrix of the \( r \)th stiffness component yields:

\[
[\Gamma]^{(ij)} \left( \sum_r [k]_r - \omega^2 [M] \right) \{ \alpha(\omega) \}_k = \{ 0 \} \quad (i \neq j \neq k)
\]  
(5.105)

This equation involves only the mass and spring components connected to coordinates \( i \) and \( j \), and also only the \( i \)th and \( j \)th receptance FRFs in vector \( \{ \alpha(\omega) \}_k \). In the event of using modal and FRF data to update an analytical model or to locate structural damage, a set of equations can be derived from equation (5.105) to determine the constants \( k_{(r)} \) of those submatrices which contribute to the stiffness changes.

### 5.6.4 Orthogonality with incomplete data

A dynamic stiffness vector \( \{ Z(\omega) \} \) or receptance vector \( \{ \alpha(\omega) \} \) is incomplete if certain elements of the vector are missing. The orthogonality among incomplete data of an MDoF system is of interest because the dynamic stiffness matrix is usually sparse or banded. The orthogonality presented in equation (5.74) appears to involve all the elements in the receptance and the dynamic stiffness vectors. However, because of the sparseness of the dynamic stiffness matrix \([Z(\omega)]\), normally fewer than all the elements in the receptance vectors are involved. Therefore, equation (5.74) can be reduced to:

\[
\{ Z(\omega) \}_i^T \{ \alpha_j(\omega) \} = \sum_{r=e1}^{e2} z_{ir}(\omega) \alpha_j(\omega) = \delta_{ij}
\]  
(5.106)

where only elements between and including \( e1 \) and \( e2 \) of vector \( \{ Z(\omega) \}_i \) are non-zero. Here, it is assumed for the sake of simplicity that non-zero elements in vector \( \{ Z(\omega) \}_i \) are all between elements \( e1 \) and \( e2 \) consecutively. As a result, receptance FRFs falling outside this range become irrelevant to this orthogonality equality.

### 5.7 Harmonic response of an undamped MDoF system using FRFs

Having defined and discussed the receptance FRF of an MDoF system, it is convenient to derive its forced response when the system is subjected to a series of harmonic excitations. Assume the harmonic excitation forces have the same frequency and zero phase:

\[
\{ f(t) \} = \{ F \} \sin \omega t
\]  
(5.107)
then the responses of a system will also be harmonic such that:

\[ \{x(t)\} = \{X\} \sin \omega t \]  \hfill (5.108)

From the discussion leading to equation (5.28), we know that vector \( \{X\} \) can be derived using the receptance FRFs or the modal data of the system as:

\[ \{X\} = [\alpha(\omega)] \{F\} \]  \hfill (5.109)

\[ = [\Phi][\omega_r^2 - \omega^2]^{-1} [\Phi]^T \{F\} \]  \hfill (5.110)

Therefore, the responses of the system subjected to harmonic excitation forces are:

\[ \{x(t)\} = [\Phi][\omega_r^2 - \omega^2]^{-1} [\Phi]^T \{F\} \sin \omega t \]  \hfill (5.111)

Each response can be written as:

\[ x_i(t) = \left( \sum_{r=1}^{n} \frac{\phi_{ir}}{\omega_r^2 - \omega^2} \sum_{k=1}^{n} \phi_{kr} F_k \right) \sin \omega t \]  \hfill (5.112)

Equation (5.112) shows that at any given moment, the response \( x_i(t) \) enlists the contribution of all the modes of the system. In fact, the participation factor of the \( r \)th mode is \( \frac{\phi_{ir}}{\omega_r^2 - \omega^2} \). The equation also shows that different harmonic forces are effectively ‘weighted’ by a mode shape element. Namely, the contribution of the force \( F_k \sin \omega t \) for mode ‘\( r \)’ is effectively weighted by the element \( \phi_{kr} \) in the mode.

**Example 5.6**

To determine the displacement responses of the 2DoF system if the driving forces are harmonic and in phase (Figure 5.12),

![Figure 5.12 A 2DoF system excited by external forces](image)

the equation of motion of the system is derived as:

\[
\begin{bmatrix}
  m & 0 \\
  0 & m
\end{bmatrix}
\begin{bmatrix}
  \ddot{x}_1 \\
  \ddot{x}_2
\end{bmatrix}
+ \begin{bmatrix}
  3k & -k \\
  -k & 3k
\end{bmatrix}
\begin{bmatrix}
  x_1 \\
  x_2
\end{bmatrix}
= \begin{bmatrix}
  F_1 \\
  F_2
\end{bmatrix} \sin \omega t
\]

The dynamic stiffness matrix will be:

\[
[Z(\omega)] = \begin{bmatrix}
  3k - \omega^2 m & -k \\
  -k & 3k - \omega^2 m
\end{bmatrix}
\]
$$\alpha(\omega) = \begin{bmatrix} 3k - \omega^2 m & -k \\ -k & 3k - \omega^2 m \end{bmatrix}^{-1}$$

$$= \frac{1}{Z(\omega)} \begin{bmatrix} 3k - \omega^2 m & k \\ k & 3k - \omega^2 m \end{bmatrix} (|Z(\omega)| = |(3k - \omega^2 m)^2 - k^2|)$$

$$\begin{bmatrix} m & 0 \\ 0 & m \end{bmatrix} \{\ddot{x}_1 \} + \begin{bmatrix} 3k & -k \\ -k & 3k \end{bmatrix} \{\dot{x}_1 \} = \begin{bmatrix} F_1 \\ F_2 \end{bmatrix} \sin \omega t$$

Or: $$x_1(t) = \frac{1}{|Z(\omega)|} \{(3k - \omega^2 m)F_1 + kF_2\} \sin \omega t$$

and $$x_2(t) = \frac{1}{|Z(\omega)|} \{kF_1 + (3k - \omega^2 m)F_2\} \sin \omega t$$

### 5.8 Anti-resonances and minima of an FRF

The anti-resonance of an MDoF FRF receive less attention than the resonance because they are not associated with severe vibration. It is also because many modal analysis algorithms identify modal parameters only from the FRF data near resonances. But anti-resonance and minimum are sometimes as important as the resonance.

Anti-resonance is another manifestation of the dynamic characteristics of a system. While resonances of a system are ‘global’ parameters (i.e. the same resonances are expected to appear on any FRF data of the system), anti-resonances are ‘local’ parameters. Different FRFs have different anti-resonances (or no anti-resonances at all). Therefore, the discussion of anti-resonances has to be based upon a given FRF.

#### 5.8.1 Anti-resonances and spatial data

The anti-resonance of a system can be derived analytically if the spatial model of a system is available. The receptance FRF between coordinates ‘i’ and ‘j’ of the system is derived from equations (5.31) and (5.34) as:

$$\alpha(\omega)_{ij} = \frac{X_i}{F_j} \bigg|_{F=0} \quad (r=1,2,\ldots,n, r \neq j)$$

(5.113)

or

$$\alpha(\omega)_{ij} = (-1)^{i+j} \frac{\det([K]_{ij} - \omega^2 [M]_{ij})}{\det([K] - \omega^2 [M])}$$

(5.114)

where $$[K]_{ij}$$ is obtained from $$[K]$$ after its $$i$$th row and $$j$$th column are deleted. Equation (5.114) is derived from matrix inversion as the FRF matrix is the inverse of the system dynamic stiffness matrix. $$[M]_{ij}$$ and $$[K]_{ij}$$ are symmetric only if $$i = j$$. When an anti-resonance of $$\alpha(\omega)_{ij}$$ occurs, $$\alpha(\omega)_{ij} = 0$$. Therefore, the anti-resonance of $$\alpha(\omega)_{ij}$$ can be determined by the positive roots of $$\omega$$ in the following equation:

$$\det([K]_{ij} - \omega^2 [M]_{ij}) = 0$$

(5.115)
Equation (5.115) is equivalent to the following eigenvalue problem where the positive eigenvalues are the squares of the anti-resonances for $\alpha(\omega)_{ij}$:

$$([K]_{ij} - \Omega^2 \mu [M]_{ij})\{\mu\} = \{0\}$$

(5.116)

The eigenvector in this equation $\{\mu\}$ does not offer apparent physical interpretation. Since matrices $[M]_{ij}$ and $[K]_{ij}$ are normally non-symmetrical, eigenvalues of equation (5.116) may become negative or even complex. However, only those positive eigenvalues represent anti-resonances.

### 5.8.2 Anti-resonances and modal data

Although the anti-resonances of a system can be estimated from its spatial data, the understanding of their formation will be best achieved from the viewpoint of modal data. For the sake of simplicity, FRF $\alpha_{11}(\omega)$ of the 2DoF system shown in Figure 5.13 is used as an example.

![Figure 5.13 A 2DoF mass-spring system](image)

The natural frequency and mode shape matrices of the system are respectively:

$$[\omega_r^2] = \begin{bmatrix} 1000 & 0 \\ 0 & 3000 \end{bmatrix} \text{ (rad/s)}^2 \quad [\phi] = \begin{bmatrix} 0.707 & 0.707 \\ -0.707 & 0.707 \end{bmatrix}$$

Using equation (5.45), the receptance $\alpha_{11}(\omega)$ can then be expressed as a summation of two ratios as:

$$\alpha_{11}(\omega) = \frac{\phi_{11}\phi_{11}}{\omega_1^2 - \omega^2} + \frac{\phi_{12}\phi_{12}}{\omega_2^2 - \omega^2} = \frac{0.5}{1000 - \omega^2} + \frac{0.5}{3000 - \omega^2}$$

(5.117)

The trough between the two resonances $\omega_1$ and $\omega_2$ is either an anti-resonance or a minimum. Since both modal constants, the numerators of two ratios, in equation (5.117) are positive, it is clear that between $\omega_1$ and $\omega_2$, the first ratio is negative while the second positive. Therefore, there is a frequency in the range at which receptance $\alpha_{11}(\omega)$ becomes zero. When the function is plotted on a dB graph, this zero receptance will signify the anti-resonance. This is illustrated in Figure 5.14.

The positive and negative signs in Figure 5.14 are only explanatory. They do not actually apply to the log plot of an FRF. Nevertheless, an anti-resonance is displayed only on a log plot.
Likewise, receptance $\alpha_{21}(\omega)$ of the 2DoF system can be studied. The FRF is expressed as:

$$\alpha_{21}(\omega) = \frac{0.5}{1000 - \omega^2} + \frac{-0.5}{3000 - \omega^2}$$  \hspace{1cm} (5.118)

Since the numerator of the second ratio is negative, the signs of both ratios before and after their own resonances can be marked in Figure 5.15. It is evident that there cannot be a zero between two resonances. Indeed, there exists a minimum rather than an anti-resonance, as illustrated by Figure 5.15.

The study of this 2DoF system reveals that there exists an intrinsic relationship between the anti-resonances of a structural system and its mode shapes. The formation of anti-resonances/minima in an FRF is generally dictated by the signs of modal constants which are determined by the signs of the elements in the mode shape matrix. This conclusion can be extended to a general MDoF system. Thus, generally for two consecutive resonances, the same signs of modal constants indicate the existence of an anti-resonance and different signs a minimum. Care must be taken when applying this conclusion to any FRFs with close resonances since values of FRF in between may no longer be dominated by the contribution of these resonances.
As a derivation of this conclusion, it can be seen that any point FRF \( \alpha_i(\omega) \) will possess an anti-resonance between two consecutive resonances. This is because for such a function, all the numerators in its expression given in equation (5.45) will be positive. For a transfer FRF, anti-resonance depends on the mode shapes. When the mode shape matrix of a system is given, one should be able to sketch any FRF of the system.

### 5.8.3 Minima of an FRF

The minima of an FRF are the lowest points between two consecutive resonances but they are not anti-resonances. They are not as significant as resonances and anti-resonances. The existence and locations of the minima merit mainly theoretical interests in the study of modal analysis. Similar to anti-resonances, minima are also ‘non-global’ properties of a system. Therefore, different FRFs have minima of different frequencies.

Unlike resonances and anti-resonances, the exact frequency of a minimum cannot be worked out easily from the spatial data of a system. Its approximate location, however, can be determined most conveniently by using the modal data. By taking the derivative of receptance in equation (5.43) with respect to frequency \( \omega \), the minimum frequency can be derived.

\[
\frac{\partial \alpha_{jk}(\omega)}{\partial \omega} = \frac{\partial}{\partial \omega} \left( \frac{\phi_{j1}\phi_{k1}}{\omega^2_1 - \omega^2} + \frac{\phi_{j2}\phi_{k2}}{\omega^2_2 - \omega^2} + \ldots + \frac{\phi_{jn}\phi_{kn}}{\omega^2_n - \omega^2} \right) \tag{5.119}
\]

\[
= (-2\omega) \left( \frac{\phi_{j1}\phi_{k1}}{(\omega^2_1 - \omega^2)^2} + \frac{\phi_{j2}\phi_{k2}}{(\omega^2_2 - \omega^2)^2} + \ldots + \frac{\phi_{jn}\phi_{kn}}{(\omega^2_n - \omega^2)^2} \right) \tag{5.120}
\]

When the derivative in equation (5.120) becomes zero, the roots will be those frequencies corresponding to the minima of the receptance FRF. Obviously, the task of finding these roots is unrealistic. An alternative is to find the approximate minimum between two consecutive modes by only taking these two modes into account in the calculation. Therefore, the minimum between mode 1 and mode 2 can be determined approximately from:

\[
\frac{\phi_{j1}\phi_{k1}}{(\omega^2_1 - \omega^2)^2} + \frac{\phi_{j2}\phi_{k2}}{(\omega^2_2 - \omega^2)^2} = 0 \tag{5.121}
\]

or:

\[
\omega^4(\phi_{j1}\phi_{k1} + \phi_{j2}\phi_{k2}) - \omega^2(2\phi_{j1}\phi_{k1}\omega^2_1 + 2\phi_{j2}\phi_{k2}\omega^2_2) + (\phi_{j1}\phi_{k1}\omega^4_1 + \phi_{j2}\phi_{k2}\omega^4_2) = 0 \tag{5.122}
\]

For such a quadratic equation of \( \omega^2 \), the condition of having real roots will be:

\[
(2\phi_{j1}\phi_{k1}\omega^2_2 + 2\phi_{j2}\phi_{k2}\omega^2_1) - 4(\phi_{j1}\phi_{k1} + \phi_{j2}\phi_{k2})(\phi_{j1}\phi_{k1}\omega^4_1 + \phi_{j2}\phi_{k2}\omega^4_2) > 0 \tag{5.123}
\]

or:

\[
-4\phi_{j1}\phi_{k1}\phi_{j2}\phi_{k2}(\omega^2_2 - \omega^2_1)^2 > 0 \tag{5.124}
\]
Therefore, if the product $\phi_{j1}\phi_{k1}\phi_{j2}\phi_{k2}$ is negative, there will be a minimum between mode 1 and mode 2. If the product is positive, however, it has been shown before that there will be an anti-resonance between the two modes.

**Literature**

Modal analysis of a damped MDoF system

The modal analysis theory for an undamped MDoF system is applicable for dynamic structures when damping is negligible. The presence of damping does not change every aspect of the theory presented in Chapter 5. However, more mathematical treatment is needed in order to extend the modal analysis theory into the case for a damped MDoF system.

The two main damping models used in MDoF modal analysis are the viscous damping model and the structural damping model. These are the same models used for SDoF systems except that they are now applied to an MDoF system. Like mass and stiffness properties, now the distribution of damping is an important property as well as its amount.

The coupled equations of motion for an undamped MDoF system can be uncoupled using the principle of orthogonality. Therefore, analysis of individual modes becomes convenient. However, once damping is present, it is generally difficult or not possible to uncouple the equations of motion. Therefore, damped MDoF systems demand extra theoretical treatment.

In dealing with a damped MDoF dynamic system, it always helps to draw a comparison between its treatment and that of an SDoF damped system.

6.1 Proportional damping models

A proportional damping model is the first analytical model used to study damping for an MDoF system. Unlike mass and stiffness properties, damping cannot usually be modelled. This became a stumbling block to the analysis of a damped MDoF system. The proposition of proportional damping enabled the analysis to proceed.

Proportional damping has found significant applications in finite element analysis where damping needs to be incorporated in order to carry out meaningful response analysis and prediction. In modal analysis theory, the significance of proportional damping will become evident when we realize that a system with proportional damping would have the mode shapes identical to that of its undamped counterpart.

We begin with the analysis of free vibration. If the damping distribution of the system of $n$ DoFs with viscous damping is denoted as a matrix $[C]$, the matrix equation of motion of the system is given by:
Here, matrix $[C]$ is positive definite or positive semi-definite. Unlike the undamped case, there generally does not exist a set of principal coordinates, which uncouple equation (6.1). In particular, if we use the mode shape matrix $[\Phi]$, then both the mass matrix $[M]$ and the stiffness matrix $[K]$ can be diagonalized, as discussed in Chapter 5. However, damping matrix $[C]$ cannot be, leaving the equations still coupled. The exceptional damping distribution which does allow the diagonalization of matrix $[C]$ as well as $[K]$ and $[M]$ is called proportional damping.

The proportional damping model made a significant contribution at the early development of modal analysis. Without needing sophisticated mathematical treatment, a structure assumed with proportional damping can be analysed using the theory for an undamped MDoF system. The initial proposal of proportional damping came long before the study of modal analysis. Rayleigh indicated in his work *The Theory of Sound*, first published in 1845, that if the viscous damping matrix $[C]$ is proportional to mass and stiffness matrices (or that if the damping forces are proportional to the kinetic and potential energies of the system), then it can be written as:

$$[C] = \alpha [M] + \beta [K] \quad (6.2)$$

where $\alpha$ and $\beta$ are real positive constants. Equation (6.1) can then be uncoupled like the matrix equation for an undamped system. The substitution of equation (6.2) into (6.1) leads to:

$$[M]\{\ddot{x}\} + (\alpha [M] + \beta [K])[\dot{x}] + [K]\{x\} = \{0\} \quad (6.3)$$

Repeating the uncoupling process for the undamped case using the undamped mode shape matrix $[\Phi]$ (obtained by assuming $[C] = [0]$ from equation (6.1)) will lead to the uncoupled equations:

$$\left[ \cdot m_r. \right] \{\ddot{x}_p\} + \left( \alpha \left[ \cdot m_r. \right] + \beta \left[ \cdot k_r. \right] \right) \{\dot{x}_p\} + \left[ \cdot k_r. \right] \{x_p\} = \{0\} \quad (6.4)$$

or

$$\left[ \cdot m_r. \right] \{\ddot{x}_p\} + \left[ \cdot c_r. \right] \{\dot{x}_p\} + \left[ \cdot k_r. \right] \{x_p\} = \{0\} \quad (6.5)$$

where diagonal matrix $[\cdot c_r.]$ is called the modal damping matrix or generalized damping matrix of the system. Obviously, the undamped mode shape matrix $[\Phi]$ can diagonalize the proportional damping matrix as well as the mass and stiffness matrices. Therefore, $[\Phi]$ (which is a real matrix) is also the mode shape matrix for the system having proportional viscous damping model. For modal analysis, this is the most important characteristic from a proportional damping model.

Equation (6.5) consists of $n$ uncoupled equations. Using the theory of an SDoF system, the damped natural frequencies of the $r$th mode, $\omega_r$, can be estimated by:

$$\omega_r = \omega_r \sqrt{1 - \zeta_r^2} \quad (6.6)$$

$$\zeta_r = \frac{\alpha}{2\omega_r} + \frac{\beta\omega_r}{2} \quad (6.7)$$

Like an SDoF system, $\zeta_r$ is defined as the damping ratio. The difference is that this
time the damping ratio is for the $r$th mode. Equation (6.7) shows that the damping ratio for a system with proportional viscous damping is different for each mode.

The proportional damping defined in equation (6.2) is not the only damping model that facilitates decoupling of system equations. A more general expression of a viscous damping model is given as:

$$[K][M]^{-1}[C] = [C][M]^{-1}[K]$$  \hspace{1cm} (6.8)

This can be derived by assuming that $[\Psi]^T[C][\Psi]$ is a diagonal matrix. Then it follows that:

$$[\Psi]^T[C][\Psi] \cdot m_r \cdot k_r = [\cdot k_r][\cdot m_r]^{-1}[\Psi]^T[C][\Psi]$$

Using equations (5.17) and (5.18), this equation can be transformed into equation (6.8).

The structural damping model is also used in the analysis of an MDoF system. The equation of motion of a system of $n$ DoFs with structural damping is given by:

$$[M] \{\ddot{x}\} + [K] \{x\} + j[H] \{x\} = \{0\}$$  \hspace{1cm} (6.9)

Here $[H]$ is the structural damping matrix and $j$ the imaginary unit. This representation is similar to that of an SDoF system. If damping matrix $[H]$ is proportional to mass and stiffness, then it can be written as:

$$[H] = \mu [M] + \nu [K]$$  \hspace{1cm} (6.10)

Here, both $\mu$ and $\nu$ are real positive constants. It can be found that like the proportional viscous damping case, the mode shape matrix of the system with proportional structural damping will be identical to that of the undamped system. The natural frequencies of the system are given as:

$$\lambda_r^2 = \omega_r^2 (1 + j\eta_r)$$  \hspace{1cm} (6.11)

Also,

$$\eta_r = \nu + \frac{\mu}{\omega_r^2}$$  \hspace{1cm} (6.12)

Here, $\eta_r$ is defined as the damping loss factor of the $r$th vibration mode. Equation (6.12) shows that the damping loss factor for a system with proportional structural damping is different for each mode. If the damping matrix is only proportional to the stiffness matrix ($\mu = 0$), then the damping loss factor for all the modes will be equal to the constant $\nu$.

### 6.2 Non-proportional viscous damping model

When the viscous damping of an $n$ DoF system is non-proportional, the solution of equation (6.1) is in the form:

$$\{x(t)\} = \{X\} e^{st}$$  \hspace{1cm} (6.13)

Here, $s$ is the Laplace operator and $\{X\}$ a complex vector for displacement amplitudes. Then equation (6.1) becomes:

$$(s^2[M] + s[C] + [K]) \{X\} = \{0\}$$  \hspace{1cm} (6.14)
This is a complex and higher order eigenvalue problem. The solution to this problem relies on the state–space approach introduced in Chapter 1. This approach invents a new displacement vector defined as:

$$\{y\} = \begin{bmatrix} x \\ \dot{x} \end{bmatrix}_{2n \times 1}$$ (6.15)

With this new vector, equation (6.1) can be transformed into a new matrix equation which is twice as big in size:

$$[[C] : [M]] \{\dot{y}\} + [[K] : [0]] \{y\} = \{0\}$$ (6.16)

Together with the following identity:

$$[[M] : [0]] \{\dot{y}\} + [[0] : [-M]] \{y\} = \{0\}$$ (6.17)

equation (6.1) is transformed into:

$$\begin{bmatrix} C & M \\ M & 0 \end{bmatrix}_{2n \times 2n} \begin{bmatrix} \dot{y} \\ y \end{bmatrix} + \begin{bmatrix} K & 0 \\ 0 & -M \end{bmatrix}_{2n \times 2n} \{y\} = \{0\}$$ (6.18)

or

$$[A] \{\dot{y}\} + [B] \{y\} = \{0\}$$ (6.19)

Equation (6.19) is a normal eigenvalue problem and its solution consists of $2N$ complex eigenvalues $\lambda_r$ (in complex conjugate pairs) and $2n$ corresponding complex eigenvectors $\{\theta\}_r$ (also in complex conjugate pairs). They satisfy:

$$\lambda_r [A] + [B] \{\theta\}_r = \{0\} \quad (r = 1, 2, \ldots, 2n)$$ (6.20)

The complex eigenvectors $\{\theta\}_r$ can be grouped in the ascending order of their eigenvalues to form the eigenvector matrix $[\theta]$. The orthogonality properties for this expanded eigenvalue problem can be expressed as:

$$[\theta]^T [A] [\theta] = [\cdot a_r.]$$ (6.21)


and

$$[\cdot b_r.][\cdot a_r.]^{-1} = [\cdot \lambda_r.]$$ (6.23)

These solutions indicate that there exist damped natural modes. However, these modes are not the same as the undamped natural modes whose elements are either in phase or $180^\circ$ out of phase with each other. For the non-proportionally damped system, there are phase differences between various parts of the system, resulting in complex mode shapes. This difference is manifested by the fact that, for undamped modes all points on the structure pass through their equilibrium positions simultaneously, and for complex modes this is not true. Thus, undamped modes have well-defined nodal points or lines while complex modes do not have stationary nodal lines.

The design of equation (6.17) has ensured that the combined equation in (6.18) has two symmetrical matrices $[A]$ and $[B]$. Any other choices such as:

$$[[K] : [0]] \{\dot{y}\} + [[0] : [-K]] \{y\} = \{0\}$$ (6.24)

will result in a new eigenvalue problem as:
Here, the non-symmetry of the first matrix may cause some unnecessary numerical difficulties.

**6.3 Non-proportional structural damping model**

The equation of motion of an MDoF system with non-proportional structural damping is already given by equation (6.9):

\[
[M] \ddot{x} + [K]x + j[H]x = \{0\} \tag{6.9}
\]

Like the SDoF case, a structural damping matrix can be seen as the imaginary part of a complex stiffness matrix defined as:

\[
[K]_c = [K] + j[H] \tag{6.26}
\]

The solution to equation (6.9) can be assumed mathematically as:

\[
x(t) = \{X\} e^{j\lambda t} \tag{6.27}
\]

Here, \(\lambda\) is the complex frequency accommodating both oscillation and free decay of the vibration; \(\{X\}\) is a complex vector for displacement amplitudes. This form of solution, once substituted into equation (6.9), leads to a complex eigenvalue problem:

\[
([K]_c - \lambda^2[M])\{X\} = \{0\} \tag{6.28}
\]

The solution to equation (6.28) will yield a diagonal eigenvalue matrix \([\lambda_r^2]\) and an eigenvector matrix \([\Psi]\). The eigenvalue \(\lambda_r^2\) is related to the natural frequency \(\omega_r\) and damping loss factor \(\eta_r\) of the system such that:

\[
\lambda_r^2 = \omega_r^2 (1 + j\eta_r) \quad (r = 1, 2, \ldots, N) \tag{6.29}
\]

Here, \(\lambda_r\) is also known as the complex natural frequency of the system. Matrix \([\cdot\lambda_r^2\cdot]\) is the natural frequency matrix of the system. The corresponding eigenvector \(\{\Psi\}_r\) is a complex vector. When all the eigenvectors are grouped together in the ascending order of \(\omega_r\), the resultant complex matrix is the mode shape matrix \(\{\Psi\}\) of the system. The complex mode shape \(\{\Psi\}_r\) is not unique as any multiples of it still satisfy equation (6.28).

The orthogonality properties of the system reveal:

\[
[\Psi]^T [M][\Psi] = [\cdot m_r]\tag{6.30}
\]

\[
[\Psi]^T [M]_c[\Psi] = [\cdot k_r]\tag{6.31}
\]

\[
[k_r][\cdot m_r]^{-1} = [\cdot \lambda_r^2]\tag{6.32}
\]

Both the modal mass \(m_r\) and modal stiffness \(k_r\) are complex quantities.

It is evident from the analysis in both Sections 6.2 and 6.3 that an MDoF system with a structural damping model requires much simpler analytical treatment than that with a viscous damping model. When there is no evidence that using different damping
models will cause significant variance in the output, it is much more convenient to assume the structural damping model in modal analysis.

### 6.4 Mass-normalized modes of a damped MDoF system

The same reasons for wanting to have mass-normalized mode shapes for an undamped MDoF system exist for a damped system. For a system with structural damping, the procedure of deriving the mode shapes is identical to that for the undamped system except that we are now dealing with complex quantities. Equation (6.30) determines the complex modal mass matrix. The mass-normalized mode shape matrix $[\Phi]$ can be found from:

$$[\Phi] = [\cdot m_r.]^{-\frac{1}{2}} [\Psi]$$

(6.33)

It can be shown that the complex matrix $[\Phi]$ will be unique to the system regardless of different multiples of the mode shape matrix $[\Psi]$ used. Using the mass-normalized mode shapes, the orthogonality of an MDoF system can be written as:

$$[\Phi]^T [M] [\Phi] = [I]$$

(6.34)

$$[\Phi]^T [K_c] [\Phi] = [\cdot \lambda_r^2 .]$$

(6.35)

In equation (6.34), the mass matrix is seen as a complex matrix with a zero imaginary part.

With the mass-normalized mode shapes, we can diagonalize the FRF matrix of the MDoF system with structural damping:

$$[\Phi]^T ([K] + j[H] - \lambda^2 [M]) [\Phi] = [(\lambda_r^2 - \omega^2).]$$

(6.36)

This result will be useful in deriving the modal composition of a complex FRF.

### 6.5 Frequency response functions of a damped MDoF system

#### 6.5.1 Dynamic stiffness matrix and receptance matrix

The dynamic stiffness matrix $[Z(\omega)]$ and receptance FRF matrix $[\alpha(\omega)]$ of a damped MDoF system can be defined in exactly the same way as that for an undamped system:

$$[Z(\omega)] = [K]_c - \omega^2 [M] = [K] - \omega^2 [M] + j[H]$$

(6.37)

$$[\alpha(\omega)] = ([K]_c - \omega^2 [M])^{-1}$$

(6.38)

The physical meaning of the individual receptance FRF $\alpha(\omega)_{ij}$ has been given in Chapter 5. In brief, $\alpha(\omega)_{ij}$ represents the ratio of the displacement response at DoF ‘$i$’ and the only force input of the system acting at DoF ‘$j$’. This is inherited by a
damped MDoF system. Owing to the existence of damping, the FRF is now a complex function of frequency $\omega$ with a non-zero imaginary part. It does not become infinity at a natural frequency of the system.

### 6.5.2 Composition of a receptance FRF using vibration modes

The derivation of receptance FRF matrix from the inverse of the dynamic stiffness matrix is not a practical numerical treatment. More than that, the approach does not lend any insight into the modal composition of an FRF. Like the undamped case discussed in Chapter 5, the receptance matrix of an MDoF system with structural damping can be determined from the modal data of the system as:

$$[\alpha(\omega)] = [\Phi][\Phi^T]^{-1}[\Phi]^T$$

(6.39)

It can be seen that matrix $[\alpha(\omega)]$ is complex, symmetric and always of full rank. The same discussion can also reveal that for a single receptance FRF, for instance $\alpha_{jk}(\omega)$, equation (6.39) can be written as:

$$\alpha_{jk}(\omega) = \frac{\phi_{j1}\phi_{k1}}{\lambda_1^2 - \omega^2} + \frac{\phi_{j2}\phi_{k2}}{\lambda_2^2 - \omega^2} + \ldots + \frac{\phi_{jn}\phi_{kn}}{\lambda_n^2 - \omega^2}$$

(6.40)

This equation appears to be the same as the derivation for the undamped MDoF system. However, the numerators on the right-hand side, which are elements of the mode shape matrix, are complex quantities. So are the natural frequencies in the denominators.

Compared with equation (5.45), it becomes obvious that by using the structural damping model, the theory of modal analysis can almost be the same between damped and undamped cases. Using the modal constant, we can rewrite equation (6.40) as:

$$\alpha_{jk}(\omega) = \sum_{r=1}^{n} \frac{r_{jk} A_{jk}}{\lambda_r^2 - \omega^2}$$

(6.41)

$$= \{A_{jk}\}^T \begin{bmatrix} 1 \\ \frac{\lambda_1^2 - \omega^2}{\lambda_1^2 - \omega^2} \\ \frac{\lambda_2^2 - \omega^2}{\lambda_2^2 - \omega^2} \\ \vdots \\ \frac{\lambda_n^2 - \omega^2}{\lambda_n^2 - \omega^2} \end{bmatrix}$$

(6.42)

$$= \{A_{jk}\}^T \begin{bmatrix} 1 \\ \frac{\lambda_r^2 - \omega^2}{\lambda_r^2 - \omega^2} \end{bmatrix}$$

(6.43)

Thus, the $p$th column of matrix $[\alpha(\omega)]$ can be written as:

$$\{\alpha(\omega)\}_p = \begin{bmatrix} \alpha(\omega)_{p1} \\ \alpha(\omega)_{p2} \\ \cdots \\ \alpha(\omega)_{pn} \end{bmatrix} = [A_p]^T \begin{bmatrix} 1 \\ \frac{\lambda_r^2 - \omega^2}{\lambda_r^2 - \omega^2} \end{bmatrix}$$

(6.44)
Matrix \([A_p]\) is called the modal constant matrix for the \(p\)th column of receptance matrix \([\alpha(\omega)]\). Each column of \([\alpha(\omega)]\) has its own modal constant matrix. The mass-normalized mode shapes of a system can be derived from one of its modal constant matrices.

### 6.5.3 Display and properties of an FRF of a damped MDoF system

Like an SDoF system, the FRF of an MDoF system merits a variety of different ways of graphical displays in order to disclose its full characteristics. The FRF of an undamped MDoF system has been deprived from a number of useful displays such as Nyquist plot because of its zero imaginary part. The FRF for a damped MDoF system does not have such a deficiency and should therefore be able to have a larger variety of display methods.

In this part, we will use a 4DoF system with non-proportional structural damping. The system matrices are given below.

\[
[M] = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{bmatrix} \quad \text{kg} \quad [K] = \begin{bmatrix}
2000 & -1000 & 0 & 0 \\
-1000 & 2000 & -1000 & 0 \\
0 & -1000 & 2000 & -1000 \\
0 & 0 & -1000 & 2000
\end{bmatrix} \quad \text{N/m}
\]

\[
[H] = \begin{bmatrix}
20 & 0 & 0 & 0 \\
0 & 5 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix} \quad \text{N/m}
\]

#### (1) Amplitude–phase plot and log–log plot

The amplitude–phase plot of the FRF for a damped MDoF system consists of the plot of its magnitude versus frequency and that of its phase versus frequency. Figure 6.1 shows the amplitude and phase of the mobility \(Y_{11}(\omega)\) of the 4DoF system in linear scale. As expected, the amplitude plot is dominated by resonance. The phase plot reflects the existence of a vibration mode from its visible phase change.

Like the undamped case, a better use of the amplitude information of an FRF is to plot it in decibel scale. The receptance \(\alpha_{11}(\omega)\) of the 4DoF system can be plotted in dB scale in Figure 6.2. From there, not only the four resonances are obvious, but also
the anti-resonances can be immediately identified. Figure 6.3 plots the four receptance FRFs in dB scale which are related to DoF 1. The resonances, anti-resonances and minima of these FRFs are readily visible. This is an outcome the FRF plot in linear scale does not offer.

To study the asymptote properties, an MDoF FRF needs to be displayed in a log–log plot. The asymptote properties of the MDoF FRF described in Chapter 5 are still
applicable here. This is because damping mainly changes the amplitudes of FRF data near resonances, anti-resonances and minima. The resonance and anti-resonance frequencies do not alter significantly. In theory, this does not affect the asymptote properties. When damping causes significant complexity to the FRF, it becomes unreliable to derive the asymptote properties. Figure 6.4 shows the log–log plot of the first point FRF of the 4DoF system in receptance, mobility and accelerance forms.

2. Real and imaginary plots
The real and imaginary plots consist of two parts: the real part of the FRF versus frequency and its imaginary part versus frequency. Real and imaginary plots are retracted to be its first part without damping. For an MDoF system with structural damping, the real and imaginary parts can be derived analytically as:
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\[ \text{Re}(\alpha_{jk}(\omega)) = \text{Real}\left(\sum_{r=1}^{n} \frac{\phi_{j} \phi_{kr}}{\lambda_{r}^{2} - \omega^{2}}\right) \]  \hspace{1cm} (6.46)

\[ \text{Im}(\alpha_{jk}(\omega)) = \text{Imag}\left(\sum_{r=1}^{n} \frac{\phi_{j} \phi_{kr}}{\lambda_{r}^{2} - \omega^{2}}\right) \]  \hspace{1cm} (6.47)

Figures (6.5) and (6.6) show the real and imaginary plots of an FRF for the 4DoF system.

**Figure 6.5** Real part of a receptance FRF of the 4DoF system

**Figure 6.6** Imaginary part of a receptance FRF of the 4DoF system

3. **Nyquist plot**

The main benefit of using the Nyquist plot for an SDoF FRF comes from its circularity property in the complex plane. This is still valid for a damped MDoF system. The circularity property does not exactly apply here since any vibration mode will be influenced by other modes of the system, thus compromising the simplicity form of an SDoF FRF. However, at the vicinity of a prominent vibration mode, we can assume that the FRF is dominated only by that mode. Thus, the Nyquist plot
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is still one of the most useful plots for a damped MDoF FRF. Figure 6.7 shows the Nyquist plot of an FRF of the 4DoF system. The data points do not connect full circles because of frequency resolution.

![Nyquist plot of an FRF of the 4DoF system](image)

**Figure 6.7** Nyquist plot of an FRF of the 4DoF system

The local dominance of an individual mode and the near circularity of the Nyquist plot of an MDoF FRF means that the SDoF theory can be used in the analysis. This opens an avenue for expanding the SDoF modal analysis method into the MDoF domain. This will be discussed more in Chapter 9.

4. **Dynamic stiffness plot**

For an SDoF FRF, this plot has shown a remarkable simplicity and easiness to relate the modal parameters with the spatial parameters of the system. For an MDoF FRF, these advantages are heavily discounted. As we can see, the following inequality indicates that the dynamic stiffness plot of an MDoF FRF will not resemble that of an SDoF one.

\[
\frac{1}{\alpha_{jk}(\omega)} \neq \sum_{r=1}^{n} \frac{\lambda_j^2 - \omega^2}{\phi_j \phi_{kr}}
\]  

(6.48)

The difficulty of obtaining the same simplicity for the MDoF FRF is compounded by the complexity of the numerators (modal constants). This complexity skews the real and imaginary plots of the FRF so that the plots at a locally dominated mode cannot achieve separate real and imaginary parts.

Different methods of displaying the same MDoF FRF aim to highlight particular aspects of the function. Although for the same FRF, the amount of information should be identical, it is a matter of making some information more visible and, therefore, useful to modal analysis. Later, we will see that different modal analysis methods rely on these FRF plots.
Like the FRF of the SDoF system in Chapter 4, an FRF of a damped MDoF system can be written in the form of residues and complex roots:

\[
\alpha_{ik}(\omega) = \sum_r \left( \frac{r A_{ik}}{j \omega - \lambda_r} + \frac{r A_{ik}^*}{j \omega - \lambda_r^*} \right)
\]  

(6.49)

The complex roots \( \lambda_r \) and \( \lambda_r^* \) are a conjugate pair. So are the complex residues \( r A_{ik} \) and \( r A_{ik}^* \). A more general expression is to use the Laplace operator as the variable so that the transfer function between the same coordinates \( i \) and \( k \) becomes:

\[
\alpha_{ik}(s) = \sum_r \left( \frac{r A_{ik}}{s - s_r} + \frac{r A_{ik}^*}{s - s_r^*} \right)
\]  

(6.50)

where

\[
s_r, s_r^* = -\zeta, \omega_r \pm \sqrt{1 - \zeta^2} \omega_r j
\]  

(6.51)

The inverse Laplace transform of this transfer function is the impulse response of the MDoF system between coordinates \( i \) and \( k \):

\[
h_{ik}(t) = \sum_{r=1}^{n} r A_{ik} e^{s_r t} + \sum_{r=1}^{n} r A_{ik}^* e^{s_r^* t} = \sum_{r=1}^{2n} r A_{ik} e^{s_r t}
\]  

(6.52)

Here,

\[
r A_{ik} \bigg|_{r>n} = r-n A_{ik}^* \quad \text{and} \quad \lambda_r \bigg|_{r>n} = \lambda_r^*
\]

In general, the free vibration response of an MDoF system at coordinate \( i \) is a combination of the time response contributed by each vibration mode. This is akin to the modal contribution of vibration modes in the composition of an FRF. The response can be written as:

\[
x_i(t) = \sum_{r=1}^{2n} \varphi_{ir} e^{\lambda_r t}
\]  

(6.53)
Here, elements $\phi_{ir}$ ($r = 1, 2, \ldots, 2n$) are the $i$th elements on the $r$th column of the $2n \times 2n$ mode shape matrix.

The forced response of a damped MDoF system can be derived using Laplace transform and its inverse. The equation of motion of the system under arbitrary external loads is given as:

$$[M]\{\ddot{x}\} + [C]\{\dot{x}\} + [K]\{x(t)\} = \{f(t)\} \quad (6.54)$$

The Laplace transform with zero initial conditions produces:

$$(s^2[M] + s[C] + [K])\{X(s)\} = \{F(s)\} \quad (6.55)$$

Therefore, the force response in the $s$-domain is given as:

$$\{X(s)\} = (s^2[M] + s[C] + [K])^{-1} \{F(s)\} \quad (6.56)$$

The inverse Laplace transform generates the response in the time domain as:

$$\{x(t)\} = L^{-1}\{X(s)\} = L^{-1}((s^2[M] + s[C] + [K])^{-1}\{F(s)\}) \quad (6.57)$$

This transform requires the information of the initial conditions of the system.

### 6.7 Forced normal modes of a damped MDoF system

The mode shape of a damped system is in general complex, and therefore is different from the undamped mode shape of the same system if damping is removed. The only exception is when damping is proportional.

For an undamped system, the equations of motion can be uncoupled under the principal coordinates. As a result, one mode is usually independent of other modes. These modes have been known as the normal mode. For normal mode vibration, every point of the system undergoes harmonic motion and passes through the equilibrium position simultaneously.

The existence of non-proportional damping invalidates this property since the uncoupling of equations becomes impossible. However, by using a number of harmonic forces to counterbalance the damping forces, it is possible to excite the normal mode vibration for a damped MDoF system. Consider a viscously damped `n` DoF system excited by harmonic forces of frequency $\omega$. The matrix equation of motion of the system is:

$$[M]\{\ddot{x}\} + [C]\{\dot{x}\} + [K]\{x\} = \{F\}\sin \omega t \quad (6.58)$$

Assume the solution to equation (6.58) is in the form of:

$$\{x\} = \{X\} \sin (\omega t - \theta) \quad (6.59)$$

For any given excitation frequency $\omega$, there exist `n` solutions of the type given by equation (6.59), where each of the modes $\{\psi_i\}$ is associated with a definite phase $\theta_i$ and a corresponding distribution of forces $\{F\}$ which is required for its excitation. The response under these conditions is called the forced normal modes. Forced normal modes are also referred to as the characteristic phase lag modes.

Now equation (6.58) can be divided into its real and imaginary parts:
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\[
\begin{align*}
[((K) - [M]\omega^2) \sin \theta - [C] \omega \cos \theta]\{X\} &= \{0\} \\
[((K) - [M]\omega^2) \cos \theta + [C] \omega \sin \theta]\{X\} &= \{F\}
\end{align*}
\] (6.60)

Equation (6.60) is the same as:

\[
[[I] \tan \theta - ([K] - [M]\omega^2)^{-1} [C] \omega]\{X\} = \{0\}
\] (6.62)

This is an eigenvalue problem. For each given frequency \(\omega\), there exists \(n\) eigenvalues \(\tan \theta_i\) and eigenvectors \({\Psi}_i\) such that:

\[
\begin{align*}
([K] - [M]\omega^2) \tan \theta_i - [C] \omega \{\Psi_i\} &= \{0\}
\end{align*}
\] (6.63)

Compared with the eigenvalue solution and the orthogonality of an undamped MDoF system, we find that:

\[
\tan \theta_i = \frac{\omega{\Psi}_i^T [C]{\Psi}_i}{\{\Psi_i\}^T [[K] - \omega^2[M] \{\Psi_i\}}
\] (6.64)

Equation (6.64) shows that each eigenvalue \(\tan \theta_i\) is a continuous function of frequency \(\omega\). When \(\omega\) is small, so is \(\tan \theta_i\). As \(\omega\) approaches one of the undamped natural frequencies of the system \(\omega_i\), \(\tan \theta_i\) approaches infinity and therefore \(\theta_i\) becomes \(\pi/2\). The eigenvector defined by equation (6.63) becomes the mode shape of the damped system.

Equations (6.63) and (6.64) also suggest that at any frequency \(\omega\), the mode shapes depend only on the shape or distribution of matrix \([C]\) and not on its intensity. If every element in \([C]\) is multiplied by a constant factor, then equation (6.64) shows that the eigenvalue \(\tan \theta_i\) will all be increased by the same ratio. Thus, equation (6.63), which determines the mode shapes, will be multiplied throughout by the same factor and the mode shape will be unchanged.

Equation (6.63) can be rewritten as:

\[
\left(\left(\left(\begin{array}{cc} [K] - [M]\omega^2 & \frac{[C] \omega}{\tan \theta_i} \end{array}\right) \right) \{\Psi_i\} = \{0\}
\] (6.65)

Substituting \(\theta_i = \frac{\pi}{2}\) into equation (6.65) reveals:

\[
\begin{align*}
([K] - [M]\omega_i^2)\{\Psi_i\} &= \{0\}
\end{align*}
\] (6.66)

This equation lends the theory to the modal testing procedures using multi-excitation forces in order to excite out the undamped modes from a damped structure. It is of interest to note that the damping types are irrelevant when the undamped modes are thus excited.

We can see that when the frequency \(\omega\) is equal to one of the undamped natural frequencies \(\omega_i\), the mode shape for one of the eigenvalues \(\tan \theta_i\) (which is now equal to infinity, or the angle \(\theta_i\) is \(\pi/2\)) is identical to the undamped mode shape. In this case, the forces required can be obtained from equation (6.61) to be:

\[
\omega_i[C]\{\Psi_i\} = \{F\}_i
\] (6.67)
6.8 Remarks on complex modes

For modal analysis, perhaps the most significant outcome of having non-proportional damping are complex vibration modes. The concept of mode shapes was well interpreted in the case of no damping with clearly defined physical meanings. When mode shapes become complex, points on a structure no longer move in a clear pattern of either in or out of phase.

Mathematically, we are able to interpret the origins of complex modes. If a dynamic structure is modelled as an MDoF system with mass, stiffness and damping matrices, then it is easy to see that the eigenvectors of the system, which are the mode shapes, only become complex if (a) one or more of the matrices are not symmetric, or (b) the damping matrix is not diagonalizable using the undamped mode shapes. In the first case, the mass and stiffness matrices are symmetric. The damping matrix can be skew-symmetric if the gyroscopic forces of a rotating machine are present. In this case, even if no damping terms exist in the matrix, the eigenvalue problem will lead to complex mode shapes. In the second case, if damping is not proportional, the eigenvectors will be complex. If the state–space formulation is used, it will result in a set of eigenvectors which diagonalize two system matrices, but not the damping matrix (and many stiffness matrices) of the system.

Complex modes share some characteristics with real modes. When using structural damping model, complex modes are orthogonal to each other with respect to the system mass matrix and complex stiffness matrix. When using a viscous damping model, complex modes are orthogonal to each other with respect to matrices $[A]$ and $[B]$ in equation (6.20). Because of these orthogonality properties, complex modes can uncouple the equations of motion (for structural damping) or the reconstructed equations of motion (for viscous damping).

Unlike real modes, elements in a complex mode have different phase angles valued between 0 and 180 degrees. This means that points on a vibrating structure do not pass through the equilibrium position at the same time, although they still share the same oscillation frequency. The nodal point of the structure is not fixed. It moves with a certain period dictated by the complexity of the mode.

The real difficulty for the complex mode in modal analysis is not the ability to simulate and study it, but to identify them using the concept and theory in the derivation of modal data. In this case, usually there are no correct answers to compare with. As a result, different interpretations and outcomes may occur from the same measured FRF data. The main question is to ascertain the authenticity of the derived complex modes. There are several factors in modal analysis which may result in computational complex modes. For example, if two close real modes are not analysed correctly or accurately, then both may become ‘complex’ modes. The deviation of the phase for modal constants also results in untrue complexity of modes. The presence of nonlinearity may lead to the identification of false complex modes.

The amount of complexity of an authentic complex mode is difficult to quantify, but there is a need to derive a parameter for that purpose so that complex modes can be analysed. The most obvious feature for complexity of a mode shape is the phase angles of its elements. The more each angle deviates from 0 or 180 degrees, the more it contributes to the complexity. The maximum angle deviation is 90 degrees. However, we can also see that it is not just the accumulated phase deviation that matters. If we
have a mode where all phase angles are 90 degrees, then that mode is not complex at all. Therefore, we can start to define a parameter as a measure of modal complexity and call it the modal complexity factor. This factor quantifies a normalized phase deviation of a complex mode shape by calculating the mean value of the inter-element phase differences. The percentage ratio between this value and the maximum deviation of 90 degrees indicates the degree of modal complexity.

**Literature**

7.1 Introduction

The measurement for experimental modal analysis is to acquire frequency response function data from a test structure. For some time-domain analysis it is to obtain either the free decaying impulse response or the response due to ambient excitations. While there are a variety of methods available to carry out measurement, only a simple method is explained in this chapter. This method is to excite a structure with a known input force and measure both the force and responses on the structure. As a result, we obtain the data for a group of FRFs that can be used later for modal analysis to derive the modal model of the structure.

Experimental modal analysis is a system identification endeavour. The structure is a ‘black box’ that needs to be deciphered. The traditional approach is to provide the ‘black box’ with a known input, measure the output and proceed with the identification. For our measurement, we use force input so that the FRF can be derived directly from the force and response information. The excitation force can be random, sinusoidal, periodic or impact ones. Theoretically, the type of force does not matter as the FRF is defined as the ratio between the response and force. In practice, whenever practical we want to use a force that has sufficient energy and frequency components to excite all vibration modes of interest and to allow minimum errors in signal processing, leading to the formation of accurate FRF data. We are also limited by the capacities of the hardware available for measurement.

The assumption that the test structure behaves linearly is essential to attaining accurate FRF measurement. This is not difficult to verify in an experiment. If the excitation force level is controllable, then we should be able to double or multiple the force input level and observe the repeatability of the FRF data. For a structure which does not follow linearity assumption exactly, we know that normal modal analysis from the measured FRF data may only represent a linearized mathematical model for the structure. The other essential assumption is the reciprocity property of the structure. Again this assumption is generally not difficult to verify. Sometimes we have to take care that these assumptions also involve the instrument part of the measurement set-up, too. So, ideally, we should like to see the whole measurement set-up (including the structure) follow linearity and reciprocity. In addition, FRF measurement cannot succeed if the dynamic properties of a structure vary during the measurement. For
this reason, we require the structure to be time-invariant. This condition is usually met in FRF measurement.

Rapid improvement in measurement hardware and computing power in the last couple of decades has enabled us to make FRF measurement with multiple force inputs and multiple response outputs simultaneously. With multiple force inputs, it becomes possible to make the structure vibrate with reasonably uniform amplitudes rather than having great disparity of amplitudes across it under a single input. This type of measurement, if used properly, can result in more accurate FRF data and subsequently modal data. Time saving is accomplished. The demand on greater resources to conduct multiple input tests confines it to laboratories of sizable institutions.

FRF data are not the only type of data acquired for modal analysis. As we have known, for a special category of modal analysis that utilizes the responses in time history, either free vibration response or impulse response function data are needed. There are also practical cases where laboratory set-up for force excitations is not feasible. Instead, vibration response due to ambient excitations can be readily measured.

### 7.2 A general measurement set-up

A typical measurement set-up in a laboratory environment should have three constituent parts. Take a simple single input and single output case as an example. The first part is responsible for generating the excitation force and applying it to the test structure; the second part is to measure and acquire the response data; and the third part provides signal processing capacity to derive FRF data from the measured force and response data.

![Figure 7.1 A measurement set-up with shaker excitation](image)

#### 7.2.1 Excitation mechanism

The first part of the measurement set-up is an excitation mechanism that applies a force of sufficient amplitude and frequency contents to the structure. There are different types of excitation equipment that are able to excitate a structure. The two most common ones are shaker and hammer.
A hammer is a device that produces an excitation force pulse to the test structure. It consists of hammer tip, force transducer, balancing mass and handle. The hammer tip can be changed to alter the hardness. Typical materials for the tip are rubber, plastic and steel. The hardness of the tip, together with that of the structure surface to be tested, is directly related to the frequency range of the input pulse force. For a hard tip striking on a hard surface, we can expect the force pulse to distribute energy to a wide range of spectrum. This is the only mechanism to control the frequency components of excitation in a hammer test.

An electromagnetic shaker, also known as an electrodynamic shaker, is the most common type of shaker used in modal testing. It consists of a magnet, a moving block and a coil in the magnet. When an electric current from a signal generator passes through the coil inside the shaker, a force proportional to the current and the magnetic flux density is generated which drives the moving block. An electromagnetic shaker has a wide frequency, amplitude and dynamic range. For low frequency and large amplitude excitation, an electrohydraulic exciter can be used.

### 7.2.2 Accelerometer

An accelerometer is the most common sensor for modal testing. It measures acceleration of a test structure and outputs the signal in the form of voltage. This signal will be transformed by a signal conditioner before it is processed by an analyser, other hardware or software. The accelerometer does not assume the properties of the measured structure such as linearity. An accurate accelerometer only records faithfully the acceleration at the measurement location.

There are two aspects in the acceleration measurement that a sensor needs to be capable of dealing with. One is the frequency and the other is the amplitude. Both are reflected in the input–output relationship of an accelerometer. An ideal accelerometer should have a linear input and output relationship in order to ensure that the amplitude content of the acceleration signal at different frequencies is truthfully recorded. The FRF of the accelerometer should be uniformly flat so that the amplitude of no frequency is distorted. The accelerometer should also impose zero phase shift to the signal measured.
Most accelerometers come with amplitude-frequency and phase-frequency charts to show their characteristics. Figure 7.3 shows a typical frequency response curve of an accelerometer.

![Figure 7.3 A typical chart for an accelerometer](image)

The characteristics of an accelerometer are its potential. They can be fully realized if the sensor is connected rigidly on the structure. In reality, this is not to be the case. An accelerometer has to be mounted non-rigidly on a structure for measurement. If considered as a rigid mass block, the accelerometer and its mount can be modelled as an SDoF system as shown in Figure 7.4.

![Figure 7.4 An SDoF model of an accelerometer and its mounting](image)

The accuracy of the acceleration measurement depends largely on the mounting which is modelled by a spring and a damper. The accelerometer is of course more than just a mass block. As Figure 7.3 shows, it has its own natural frequency. This frequency is usually much higher than the frequency of the SDoF system in Figure 7.4. The best accuracy would arise if the mounting were rigid. The flexibility of the mounting means that the characteristics of the accelerometer are compromised somewhat. Because of it, acceleration from the structure may be different from that experienced by the accelerometer. However, if the natural frequency of this SDoF system is five times or more of the frequency of the acceleration signal from the
measured structure, then there is effectively no magnitude and phase distortion. The acceleration measured is seen as identical to that from the structure.

A most common type of accelerometer is the piezoelectric one as illustrated in Figure 7.5. Piezoelectricity means the phenomenon of strain inducing a change in the shape of a crystal thus leading to the change of electric charge. At the low frequency end, piezoelectric accelerometers do not respond to DC signal. At the high frequency end, the accuracy of measurement is degraded by the natural frequency of the sensor. When selecting an accelerometer for modal testing, a number of factors need to be thought through. The main parameters affecting the performance of a piezoelectric accelerometer are: the frequency response property; the sensitivity and its stability under temperature change; cross-axial sensitivity and base strain.

![Figure 7.5 Diagram of a piezoelectric accelerometer](image)

The frequency response property determines the linearity of the sensor. The sensitivity of an accelerometer dictates the signal to noise ratio. Large and stable sensitivity means accurate measurement. Cross-axial sensitivity causes inaccuracy in measurement. Base strain is caused by the flexure of the accelerometer base interacting non-rigid structure surface. Usually, a more sensitive accelerometer is more bulky. The accelerometer mass has the potential to change the characteristics of the test structure. This is particularly so if the accelerometer is located at or close to an anti-nodal point of a vibration mode where a minute mass change can cause significant natural frequency shift. Thus, when selecting a better sensitivity, we need to be mass conscious.

### 7.2.3 Force transducer

A force transducer is another type of sensor used in modal testing. Like an accelerometer, a piezoelectric force transducer generates an output charge or voltage that is proportional to the force applied to the transducer (Figure 7.6). Unlike an accelerometer though, a force transducer does not have an inertial mass attached to the transducing element. It has to be physically compressed or stretched so that the transducing part can generate output. For a shaker test, a force transducer has to be connected between the structure surface and the shaker. For a hammer test, the transducer is located at the hammer tip and is compressed when impact is applied to.

The ways the characteristics of a force transducer affect measurement accuracy
are similar to that for an accelerometer. They include frequency response characteristics, sensitivity and cross-axial sensitivity. The mass of the force transducer can also potentially affect the measurement outcome. For both force and acceleration sensors, this problem is most acute when the structure resonates.

The main consideration in selecting a force transducer is to understand how it interacts with the excitation device to which it connects. For example, when a force transducer is used on an impact hammer, variation of the hammer tip and the mass of the hammer handle can cause a different force transducer calibration. When the force transducer is used with an excitation shaker, the presence of its mass may cause significant distortion to the force signal measured at structural resonance. The extent of distortion is dependent on the mass difference between the transducer and the structure. The mass of the transducer may also be responsible for the sensitivity the transducer has to bending moments.

### 7.3 Preparation of the test structure

A real structure is often connected to its surroundings. Therefore, its dynamic characteristics *in situ* are determined by the boundary conditions as well as by itself. When the FRF measurement is to be carried out, the question to be answered is: ‘Under what conditions do we want to test the structure, stand alone or *in situ*?’ The answer to this question hinges on two considerations when preparing the structure for test: (1) do we need the modal model of the structure in its working condition or in the laboratory environment; and (2) is it realistic to test the structure *in situ* or in laboratory?

For consideration (1), the answer is that it depends on what we need the derived modal model for. For some structures, we need to know its dynamic behaviour exactly in its working conditions or with its surroundings. For example, to study the dynamic behaviour of the tool carriage of a lathe and its relation to the cutting accuracy, it is necessary that the tool carriage be actually on the lathe. At other times, the modal model derived from the test structure may be used as a constituent part for further prediction analysis such as structural coupling analysis. Then, the model should be derived when the structure is isolated in a laboratory environment.

For consideration (2), we need to assess the feasibility for a structure to be tested under the desired conditions. Some structures cannot be tested *in situ* because of deficiency in current measurement technology or inaccessibility. We need to use the
modal data obtained from a laboratory measurement to analyse and simulate the
dynamic behaviour in situ. Other structures cannot fit into a laboratory environment
for FRF measurement. They have to be tested in situ. In both cases, it is vital to
ensure that the test conditions are stable and repeatable so that the measured FRF
data are reliable and representative.

If an FRF measurement in the laboratory is desired and feasible, a structure is
often prepared to simulate free or grounded boundary conditions. The subsequent use
of the modal model to be derived from the measurement determines which boundary
conditions to use. It is impossible to imitate perfect free or grounded conditions.
These conditions can only be approximated in the laboratory with reasonable accuracy.

The free boundary condition is simulated by supporting the structure with soft
materials such as springs or elastic bands. Such an arrangement creates one or more
rigid body modes from the stiffness of these supporting materials and the total mass
of the structure. If the natural frequencies of these rigid body modes are far from the
first natural frequency of the structure, the measured FRF data should not be affected
by this boundary condition. Figure 7.7 shows a simple plate supported by four soft
springs. For the same principle, a heavy structure can be put on top of an inflated car
tyre tube or a few layers of thick porous packaging material.

The grounded boundary condition is more difficult to simulate in the laboratory.
Theoretically, a grounded condition means that all the six degrees of freedom at the
boundary are rigidly fixed. This can almost never be achieved in reality. In modal
testing, the arrangement is often to ‘fix’ the structure to a much more rigid and
heavier object such as a concrete floor.

It is only for some special cases that a true grounded condition can be simulated.
For example, accurate measurement of the cantilever in Figure 7.8 needs a rigid
boundary condition at the built-in end which may be difficult to realize. The alternative
is to measure the beam on the right which is freely supported with a doubled length.
Any odd number of modes from this beam will be the equivalent modes for the
cantilever. This is due to the fact that for these modes, the middle cross-section of the
free–free beam is truly ‘fixed’.

For the simulation of the free boundary condition, we often know the limitation
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from the natural frequencies of the rigid body modes. For the simulation of the grounded condition, however, we often do not know how rigid (or non-rigid) the boundary condition is and therefore the limitation. It is only when we are convinced that the boundary condition is rigid enough not to affect the frequency range of interest, can we be confident with the FRF data measured from this structural support.

7.4 Selection of excitation forces

The excitation method is important to conducting accurate modal testing. Although theoretically the FRF data should not depend on the excitations (and responses), in practice the accuracy and quality of FRF data do depend, among many factors, on the choice of excitation. The decision on excitation is based first on the optimum method for accurate measurement data that suit test objectives and the structure. It is therefore imperative for modal analysts to appreciate all available excitation methods so as to be able to select the most suitable one for testing. It is unrealistic and unnecessary to expect to have a perfect measurement set-up.

Time constraint is often a determining factor paralleled to hardware. Different test objectives require different amounts of time to conduct. In the following, only brief comments on some of the most common excitation methods are given. For a detailed description of these excitation methods, refer to the published books and papers on vibration and modal testing and signal processing listed at the end of this chapter.

7.4.1 Sinusoidal excitation

Sinusoidal excitation way the most traditional method for modal testing. Today, it is still a most popular one. The force contains one single frequency at a time and the excitation sweeps from one frequency to another with a given step, allowing the structure to engage in one harmonic vibration at a time. This excitation is effective for exciting a structure with high vibration level, for characterizing nonlinearity of a structure, and for exciting normal vibration modes of a damped structure.

Single input sinusoidal excitation could be very time-consuming, despite its superior effectiveness. The advent of multi-input multi-output (MIMO) testing partially rectified this problem. With the ability to perform real-time FRF estimation on many channels, sinusoidal excitation becomes a fast as well as reliable excitation method for modal testing.

The dynamics of structures are physically decomposed by frequency and position. When tuned to near a natural frequency, the structural response is dominated by that
vibration mode. This natural segregation provides an avenue for direct parameter identification with usually satisfactory signal to noise ratio. This is a possibility other excitation methods do not offer to modal analysts.

7.4.2 Random excitation

The force signal for random excitation is an ergodic, stationary random signal with Gaussian distribution. It contains all frequencies within the frequency range. For a structure that behaves nonlinearly, random excitation has the tendency to linearize the behaviour from the measurement data. The frequency response function derived from random excitation measurement will then be the linearized FRF. This FRF, though failing to provide more information on the nonlinearity, is actually a very useful function as it is perceived as the ‘best’ FRF estimate for the structure. It correctly models the amount of energy dissipation of the structure during vibration. However, this linear model is best only for a particular force spectral density. Therefore, we may have a series of linearized FRFs for varying excitation force levels.

The fact that for random excitation neither the force signal nor the response are periodic with infinite time history gives rise to an error called leakage. Some signal processing measures have been available for minimizing this error.

7.4.3 Pseudo random excitation

The force signal in this excitation is an ergodic, stationary random signal that consists of discrete frequencies formed by integer multiples of the frequency resolution used by the Fourier transform. It is a periodic signal with random amplitude and phase distribution. This excitation has eliminated the leakage problem a random excitation commonly encounters. It usually results in more accurate FRF data for modal analysis. Nevertheless, pseudo random excitation requires a special device to generate such a unique force signal and it requires more time than random excitation to implement.

An improved version of pseudo random excitation is called burst random excitation. A burst random signal is created by gating on and off a true random source such that the measurement begins with the source and continues after the source is switched off. The spectrum of a burst random has random amplitude and phase and contains energy throughout the frequency range. By choosing the time for truncation of the random source, the measurement resembles pseudo random excitation but without the need to wait for the decay of the transient portion of the response.

7.4.4 Impact excitation

The time domain force signal for impact excitation is a pulse with uncontrollable frequency contents. In terms of hardware involved, impact excitation is a relatively simple excitation technique compared with shaker excitation. It is convenient to use and very portable for field and laboratory tests. Because of no physical connection between the excitation and the structure, impact test avoids the problem of interaction
between them. This means it is possible to measure accurate damping quantities if the signal processing does not add windows or if the additional damping from windowing can be removed.

The main disadvantages of impact excitation are as notable as its advantages. It is difficult to control either the force level or the frequency range of the impact. This could affect the signal to noise ratio in the measurement, thus resulting in poor quality data. The impact cannot usually be repeated unless a special device such as a swing for the impact hammer is used. In addition, some structures are too delicate to be hammered upon.

7.5 Different estimates of an FRF and effects of noise

For any measurement, noise exists at both the input and the output. For frequencies close to resonance, the vibration response is significant so noise at the output can be ignored. For frequencies close to anti-resonance, the excitation signal is significant so noise at the input can be ignored. For other frequencies, we can expect noise from both ends to affect the FRF estimation. This prompted the effort to find different FRF estimators to derive most accurate FRF data with the presence of noise. However, for an FRF with prominent resonances and anti-resonances, it is impossible to find a single FRF estimator which produces most accurate FRF data through the frequency range.

For the idealized measurement situation shown in Figure 7.9 where no noise and measurement errors are present, the FRF can be defined simply as the ratio of two Fourier transforms. The first is that of the response \( x(t) \) and denoted as \( X(\omega) \). The second is that of the input force \( f(t) \) and denoted as \( F(\omega) \):

\[
H(\omega) = \frac{X(\omega)}{F(\omega)}
\]  

(7.1)

From dual channel spectral analysis an FRF is defined as the cross-spectrum of excitation and response divided by the auto-spectrum of the excitation. This leads to the following noise-free FRF estimator:

\[
H_1(\omega) = \frac{S_{FX}(\omega)}{S_{FF}(\omega)}
\]  

(7.2)

Here, \( S_{FX}(\omega) \) is the cross-spectrum of excitation and response and \( S_{FF}(\omega) \) is the auto-spectrum of the excitation. It has been found in spectral analysis that the same FRF can be estimated from the ratio of the auto-spectrum of the excitation \( S_{XX}(\omega) \) and the cross-spectrum of excitation and response \( S_{FX}(\omega) \):

![Figure 7.9 A system with single input and output](image-url)
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\[
H_2(\omega) = \frac{S_{XX}(\omega)}{S_{XF}(\omega)}
\]  

(7.3)

When the test structure satisfies all assumptions and when noise and measurement errors do not exist, these two different FRF estimators should be equal to the correct FRF:

\[
H_1(\omega) = H_2(\omega) = H(\omega)
\]  

(7.4)

In reality, FRF measurement cannot be noise free. Figure 7.10 shows that the measured force \( \hat{F}(\omega) \) is a combined signal of the genuine force \( F(\omega) \) and the noise from the input \( M(\omega) \). These two are normally inseparable in the time domain but they are not correlated to each other. Therefore, we have \( S_{MF}(\omega) = 0 \). This property is useful in deriving different FRF estimators to combat noise. The same happens at the output end. The measured response \( \hat{X}(\omega) \) encompasses both the true response \( X(\omega) \) and the noise from the output \( N(\omega) \). They are not correlated so that \( S_{NX}(\omega) = 0 \).

The FRF using \( \hat{X}(\omega) \) and \( \hat{F}(\omega) \) can be estimated as:

\[
\hat{H}_1(\omega) = \frac{\hat{S}_{XF}(\omega)}{\hat{S}_{FF}(\omega)} = H(\omega) \left( 1 + \frac{S_{MM}(\omega)}{S_{FF}(\omega)} \right)^{-1}
\]  

(7.5)

or

\[
\hat{H}_2(\omega) = \frac{\hat{S}_{XX}(\omega)}{\hat{S}_{XF}(\omega)} = H(\omega) \left( 1 + \frac{S_{NN}(\omega)}{S_{XX}(\omega)} \right)
\]  

(7.6)

Neither estimator accounts for the accurate FRF. In terms of amplitude, \( \hat{H}_1(\omega) \) is an underestimator and \( \hat{H}_2(\omega) \) is an overestimator. More insights can be made if we examine \( \hat{H}_1(\omega) \) and \( \hat{H}_2(\omega) \) at vicinities of resonances and anti-resonances where most dramatic changes of signal to noise ratio occur either at the input or the output end.

At a resonance, the interaction between the excitation shaker and the structure usually results in a notch in the force signal. This allows measurement noise to dominate the input end while high level of response ensures a large signal to noise ratio at the output end, resulting in a significant \( S_{MM}(\omega) \) compared with \( S_{FF}(\omega) \). Consequently, the FRF estimator \( \hat{H}_1(\omega) \) underestimates the true FRF \( H(\omega) \) (as shown in Figure 7.11) and the estimator \( \hat{H}_2(\omega) \) is accurate. As many modal analysis methods
utilize the measured FRF data at the vicinity of resonances, estimator $\hat{H}_2(\omega)$ should be the choice over $\hat{H}_1(\omega)$.

$$\hat{H}_1(\omega)|_{\text{resonance}} = H(\omega) \left( 1 + \frac{S_{MM}(\omega)}{S_{FF}(\omega)} \right)^{-1} < H(\omega) \quad (7.7)$$

$$\hat{H}_2(\omega)|_{\text{resonance}} = H(\omega) \left( 1 + \frac{S_{NN}(\omega)}{S_{XX}(\omega)} \right) \approx H(\omega) \quad (7.8)$$

**Figure 7.11** The $H(\omega)$ and $\hat{H}_1(\omega)$ plot of an SDoF receptance FRF

At an anti-resonance, the response from the structure usually is insignificant compared with the force input. This allows measurement noise to dominate the output while a high level of force produces a large signal to noise ratio at the input end. This results in a significant $S_{NN}(\omega)$ compared with $S_{XX}(\omega)$ and a small $S_{MM}(\omega)$. Consequently, we have the following estimates for the true FRF $H(\omega)$:

$$\hat{H}_1(\omega)|_{\text{anti-resonance}} = H(\omega) \left( 1 + \frac{S_{MM}(\omega)}{S_{FF}(\omega)} \right)^{-1} \approx H(\omega) \quad (7.9)$$

$$\hat{H}_2(\omega)|_{\text{anti-resonance}} = H(\omega) \left( 1 + \frac{S_{NN}(\omega)}{S_{XX}(\omega)} \right) > H(\omega) \quad (7.10)$$

The two FRF estimators $\hat{H}_1(\omega)$ and $\hat{H}_2(\omega)$ are related through the coherence function $\gamma^2(\omega)$. For the input $f(t)$ and output $x(t)$, coherence is defined as:

$$\gamma_{FX}^2(\omega) = \frac{|S_{FX}(\omega)|^2}{S_{FF}(\omega)S_{XX}(\omega)} \quad (7.11)$$

Physically, coherence reflects the causal and linear relationship between the output $x(t)$ and input $f(t)$. Therefore, $\gamma^2(\omega)$ is equal to 0 when the output is not due to the input equal to 1 when the output is caused solely by the input. Poor coherence is
indicative of poor signal to noise ratio, measurement errors, nonlinear or time-variant behaviour of the structure, or a combination of them.

From the definitions of two FRF estimators and coherence, we can find that:

$$\gamma_{FX}^2(\omega) = \frac{\hat{H}_1(\omega)}{\hat{H}_2(\omega)}$$  \hspace{1cm} (7.12)

Therefore, if a measurement set-up only provides $\hat{H}_1(\omega)$ data, we can convert it into $\hat{H}_2(\omega)$ using coherence data for modal analysis.

Another source of errors existing in measured FRF data is caused not by noise, as we have discussed, but by leakage in the Fourier transform. Leakage occurs when the free vibration of a resonance has to be truncated prematurely. As a result, both the output spectrum $S_{XX}(\omega)$ and cross-spectrum $S_{XF}(\omega)$ will contain errors. Only the input spectrum $S_{FF}(\omega)$ can be unaffected. When using the $\hat{H}_1(\omega)$ estimator, the ratio of inaccurate $S_{XF}(\omega)$ and accurate $S_{FF}(\omega)$ will inherit leakage errors in the FRF data. When using the $\hat{H}_2(\omega)$ estimator, however, the ratio of inaccurate $S_{XF}(\omega)$ and inaccurate $S_{XX}(\omega)$ cancel out the errors, leaving more accurate FRF data.

### 7.6 Two incompletenesses of measured data

Theoretically, a real structure has an infinite number of DoFs and, therefore, vibration modes. No measurement is able to cover all. From this sense, the measured FRF data from a structure are always incomplete. When we deal with a structure which has been discretized by an analytical model such as a finite element model, the number of DoFs employed is usually much greater than the number of locations measurement can realistically afford to take. In this case, the measured FRF data are again incomplete.

First, the measured data can only cover a limited frequency range encompassing only a part of the vibration modes. Therefore, from the measured data we can derive an incomplete number of vibration modes. The frequency range covered in measurement is determined by the interest, by the measurement hardware limitation such as the accelerometer mounting, or by the range within which the structure’s dynamic behaviour is modal. This can be called the frequency incompleteness.

Second, the number of coordinates used in FRF measurement is usually far less than the number of DoFs used in an analytical model. This means that the spatial description of vibration modes is not complete. This is the spatial incompleteness. The number of coordinates used in measurement is determined by the cost and time involved in conducting measurement, the accessibility of coordinates on the structure or the ability to measure at all desired coordinates. For vibration modes at low frequencies, a modest number of coordinates are sufficient to describe the mode shapes. High frequency modes have to be outlined using more coordinates. An insufficient number of coordinates may fail to describe the vibration mode shapes adequately or cause spatial aliasing where a high frequency mode is mistaken as a low frequency one.

The number of coordinates used in modal testing and the number of vibration modes covered in the measurement are rarely the same. If the former is greater than
the latter, we can assume sufficient spatial resolution exists to distinguish between the measured vibration modes. If the reverse is true, then more coordinates are needed in order to better describe the measured vibration modes.

Assume \( N \) coordinates are needed to describe the vibration modes of a structure adequately. Then the FRF matrix of the ideal mathematical model will be dimensioned \( N \times N \). By moving all measured coordinates to the upper rows in the matrix, we can illustrate the two incompletenesses in the matrix as shown in Figure 7.12.

![Figure 7.12 Two incompletenesses in measured FRF data shown in the FRF matrix](image)

**7.7 Initial assessment of measured FRF data**

The quality of modal analysis relies critically on the quality of the measured FRF data or impact response data. Although modal analysis methods can try to minimize the effect of inaccuracy carried in the measured data, no method is able to rectify fundamental errors or measurement mistakes through the analysis. The modal properties derived from erroneous FRF data are susceptible to unacceptable errors. To compound the situation, often we have few effective means of identifying the errors in the derived modal model. This means that assessment on the quality of measured FRF data becomes fundamentally essential for experimental modal analysis.

The assessment of measured FRF data is basically to ascertain two things: (1) the structure satisfies the assumptions modal analysis requires; and (2) human and system errors are minimized or eliminated. Basically, the structure needs to comply with reciprocity, time invariance and linearity so that consistent modal properties exist in the measured FRF data which can be revealed by the subsequent analysis. If, however, these assumptions are not verified, then confidence in the derived modal properties will be eroded. The assessment is also to ensure that human errors such as incorrect bookkeeping are not made and errors caused by signal processing are minimized.

Although there are methods to assist in identifying potential errors in measured FRF data, some of them cannot be identified. For example, if the measurement system is not properly calibrated, then it would be impossible to find it just from the measured FRF data.
7.7.1 Repeatability check of the measured FRF data

The simplest, but not the least useful, assessment of FRF measurement is to ascertain the repeatability of the measurement. This is mainly to ensure that the structure’s dynamic behaviour and the whole measurement set-up system are time-invariant. For selected force input and response locations, a linear structure should yield identical FRF curves for every measurement. By selection of a pair of input and output locations and testing conditions, a number of measurements can be carried out with time intervals. Typically, selected FRF measurements can be repeated before and after the whole structure is tested. This seemingly trivial process can be quite helpful to ensure that not only the structure’s behaviour is constant, but also that the testing conditions are kept unaltered throughout the measurement.

7.7.2 Reciprocity check of the measured FRF data

A linear and time-invariant structure honours reciprocity property. For a single input, this means that the FRF data from a measurement should be identical if we exchange the locations of force and response. Theoretically, this property can be traced back to the symmetry of mass, stiffness and damping matrices. Because of the symmetry, the FRF matrix, which is mathematically the inverse of the dynamic stiffness matrix, will also be symmetric. The reciprocity property of the FRF can be used to assess the reliability and accuracy of the measured FRF data.

In measurement, this reciprocity may not be applicable to some part of a structure. For example, if we conduct a shaker test, certain coordinates may be inaccessible to the shaker because of physical constraints. This precludes the reciprocity check of some FRFs. To duplicate exact test conditions may also be an issue in the reciprocity check, such as the force condition and precision of two locations. It is not unusual to find that the anti-resonances of two FRFs from the same pair of coordinates do not agree well.

7.7.3 Linearity check of the measured FRF data

Perhaps the most important assumption of modal analysis is that the structure measured for FRF data behaves linearly. Without this assumption, modal analysis results will not be meaningful.

The ultimate check of linearity is to ensure that the FRF data are independent of excitation amplitudes. This can be achieved either qualitatively or quantitatively. For the former, FRF data from the same locations can be measured repeatedly with different but uncontrolled changes of excitation amplitudes. The measured FRF data can be overlaid to verify the uniformity of the curves. For the latter, controlled measurement is used to understand the nonlinearity existing in the structure. For example, an FRF measurement with constant response amplitude has the capacity to linearize nonlinearity.
7.7.4 Special characteristics of an FRF

From the theory of modal analysis, we can derive some characteristics of an FRF and use them to assess the FRF data measured in modal testing. This assessment has the potential to detect measurement errors or mistakes made during the testing.

The first characteristic is that for a point FRF measurement we expect to see an anti-resonance between two adjacent resonances. The rationale of this characteristic has been explained in Chapter 5. Therefore, if this characteristic is not fully observed on a point measurement, it is likely that the force and response transducers are not actually at the same coordinate, as they should be. Any minor offset of the two could degenerate some of the anti-resonances.

For a grounded structure, at very low frequency range, the predominant characteristic of the structure is its static stiffness. Therefore, at the beginning of the FRF, we should see a stiffness line before the first resonance appears. On the other hand, for a freely supported structure, the prevailing characteristic at very low frequency is the mass and inertia. This means we should see a mass line at the beginning of the FRF. Figures 7.13 and 7.14 illustrate these two cases.

![Figure 7.13 A point FRF of a grounded structure with the dotted stiffness line](image)

![Figure 7.14 A point FRF of a free structure with the dotted mass line](image)
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Modal analysis methods – frequency domain

8.1 Introduction

Modal analysis is a process of extracting modal parameters (natural frequencies, damping loss factors and modal constants) from measured vibration data. Since the measured data can be in the form of either frequency response functions or of impulse responses, there are frequency domain modal analysis and time domain modal analysis.

The fundamental of modal analysis using measured frequency response function data is about curve fitting the data using a predefined mathematical model of the measured structure. This model assumes the number of DoFs of the structure, its damping type and possibly the number of vibration modes within the measured frequency range. These assumptions should dictate the mathematical expression of each FRF curve from measurement. As a result, the subsequent work will be a curve-fitting process trying to derive all modal parameters in a mathematical formula of an FRF using measurement data.

The accuracy of modal analysis is not a simple question of how a measured FRF curve is best fitted in a pure mathematical sense. Obviously, the more accurate the measured FRF data are, the better chance we have to get more accurate curve fitting. In mathematics, the accuracy or successfulness of a curve-fitting endeavour can usually be appraised by defining an error function and aiming to minimize it. This approach is only valid if the correct mathematical formula is used in the curve fitting. If, however, an incorrect mathematical model is used, the curve-fitting outcome is doomed to be a bad one if not a failure, even if the error function is actually minimized numerically.

For frequency domain modal analysis, the mathematical model is the analytical expression of a frequency response function that is truly representative of the FRF data from measurement. This raises a few questions. First, a structure has an infinite number of DoFs. As a result, the measured FRF data contain the modal information of the modes beyond the frequency range of measurement as well as those within. Assume a structure can be discretized as an ‘$N$’ DoF structural system. An analytical expression of an FRF of the system is:

$$\alpha_{ij}(\omega) = \sum_{r=1}^{N} \frac{rA_{ij}}{\omega_r^2 - \omega^2 + \omega_r^2 \eta_{r,j}}$$  (8.1)
If only the first ‘m’ modes fall within the frequency range of a baseband measurement (frequency commences from zero), then the expression of

\[ \alpha_j(\omega) \approx \sum_{r=1}^{m} \frac{r A_{ij}}{\omega^2 - \omega^2 + \omega^2 \eta_{r,j}} \]  

precludes the impact of modes beyond the measurement range. Since those modes are not measured, there are no data with which they can be analysed. One solution is to elect that those invisible modes be represented by a high frequency residual term \( R_{ij}(\omega) \) so that:

\[ \alpha_j(\omega) = \sum_{r=1}^{m} \frac{r A_{ij}}{\omega^2 - \omega^2 + \omega^2 \eta_{r,j}} + R_{ij}(\omega) \]  

This residual term is usually made to be a linear function so that modal analysis can be carried out without much additional problems caused by invisible modes. However, this highlights the fact that the mathematical model derived by modal analysis from measured FRF data does have inherent inadequacy.

Like any curve fitting in numerical analysis, the error function is usually defined as the difference between the FRF estimate from the identified vibration modes and the measured FRF data:

\[ e_{ij}(\omega) = \tilde{\alpha}_{ij}(\omega) - \alpha_{ij}(\omega) \]  

where \( \tilde{\alpha}_{ij}(\omega) \) is the measured FRF data. Many modal analysis methods are based on the minimization of this error function. As discussed above, the validity and accuracy of the outcome depends not only on the accuracy of the measured data, but also on the validity of the analytical expression of the FRF \( \alpha_{ij}(\omega) \).

### 8.2 Detection of vibration modes from measured FRF data

No matter what modal analysis methods we will be using, a very essential question in the analysis is how many vibration modes within a selected frequency range are we dealing with, and, if a particular peak of the FRF represents a genuine vibration mode. There is an intrinsic dilemma here. The exact number of modes may become clear if proper analysis has been completed but a proper analysis is often impossible without first knowing the exact number of modes at present. Another relevant question is whether we really need to know the exact number within the selected frequency range to obtain meaningful and useful analysis results.

With the theory from previous chapters (especially from Chapters 5 and 6), we know that an FRF can be presented in a number of different forms. Some of them are more useful for identifying a vibration mode. It is equally helpful to understand what forms of FRF are not conducive for identifying vibration modes so as to avoid using them in analysis.

The modulus vs frequency plot of an FRF is sometimes perceived to be the crucial plot for identifying vibration modes as it manifests resonance peaks. This fallacy does not accord with two scenarios: (1) not every mode will appear on every measured
FRF; and (2) not every peak of an FRF is an authentic mode. For example, the measured FRF shown in Figure 8.1 is from a structure consisting of beams. It contains a few peaks which are due to noise, and it also has some modes invisible in the frequency range.

![Figure 8.1 Modulus of a point FRF measured from a beam structure](image)

The identification of vibration modes prior to analysis needs to be based on several FRF curves. A convenient solution is to add all the FRF curves in dB scales together. This will ensure that vibration modes become more prominent in the total FRF plot. This summation bears little physical meaning. It is a pure numerical treatment. It does not question if all the prominent peaks are modes although unauthentic peaks do not prevail in the simulation.

The phase plot of an FRF may provide additional help. Theoretically, we accept that a vibration mode would cause a 180 degree phase change. With the presence of damping, the change of phase is less than clear cut. For a real measurement, the phase plot is very sensitive to noise. This means sometimes there will be many phase changes due to reasons other than a resonance. In this case, the phase plot is not a useful source of information for identifying vibration modes.

There are other methods such as the SVD-based. All possible methods could fail in case of close modes. If two modes are really close, then it will be very difficult to tell them from one mode. This situation happens more often than usually thought because many real structures show some form of geographical symmetry. The presence of this symmetry will theoretically lead to pairs of identical modes. However, due to structural imperfection or measurement errors, these pairs of identical modes become pairs of close modes. In a measured FRF curve, each pair appears to be a single mode.

The Nyquist plot can lend a big hand in identifying modes. A genuine mode should show the symptom of a circle in the Nyquist plot. A false resonance peak will simply trace out a straight line on the Nyquist plane.
8.3 Derivation of modal data from FRF data – SDoF methods

All SDoF modal analysis methods are based on the SDoF assumption: at the vicinity of a resonance, the FRF is dominated by the contribution of that vibration mode and the contributions of other vibration modes are negligible. If this assumption holds, then the FRF from an MDoF system or a real structure can be treated as the FRF from an SDoF system momentarily. The simplicity of the mathematical model for an SDoF system can then be used in the curve fitting to derive the modal parameters mode by mode.

This SDoF assumption can actually be extended. Instead of assuming the negligence of the contributions made by all other modes at the vicinity, these contributions can be taken as a complex constant. This is reasonably true if modes are well separated. If this extended SDoF assumption holds, then some modal analysis methods can be successfully applied. In Figure 8.5, we will see how this SDoF assumption works for the circle fit method.
8.3.1 Peak-picking method

The ‘peak-picking method’ is perhaps the simplest SDoF method for modal analysis. It is also called the ‘half-power method’. It relies on the strict compliance of the SDoF assumption. The method treats the FRF data at the vicinity of a resonance as the data from an SDoF system. The procedure of using the peak-picking method is:

(a) Estimating the natural frequency
   The natural frequency of the \( r \)th mode selected for analysis is identified from the peak value of the FRF \( |\alpha_r(\omega)| \) as \( \omega_r = \omega_{\text{peak}} \).

(b) Estimating damping
   For estimating damping, the half power points at \( \omega_a \) and \( \omega_b \) are located first from each side of the identified peak with amplitude \( \alpha_{\text{max}} \). The damping loss factor or the damping ratio can then be estimated from the width of the resonance peak as:

\[
\eta_r = \frac{\omega_b^2 - \omega_a^2}{2\omega_r^2} \approx \frac{\omega_b - \omega_a}{\omega_r} \quad (8.5)
\]

or

\[
\zeta_r = \frac{\omega_b^2 - \omega_a^2}{4\omega_r^2} \approx \frac{\omega_b - \omega_a}{2\omega_r} \quad (8.6)
\]

(c) Estimating the modal constant
   From the SDoF model, the FRF at the peak is known to be \( \alpha_{\text{max}} = \frac{A_r}{\eta_r\omega_r^2} \). The modal constant \( A_r \) can be estimated from \( A_r = \alpha_{\text{max}}\eta_r\omega_r^2 \). For viscous damping model, this becomes \( A_r = 2\alpha_{\text{max}}\zeta_r\omega_r^2 \).

Due to its remarkable simplicity, the peak-picking method (Figure 8.4) can derive quick analysis results. However, it is not capable of producing accurate modal data. This method relies on the peak FRF value, which is very difficult to measure accurately, to estimate the natural frequency and modal constant. Damping is estimated from half power points only. No other FRF data points are used. The half power points have to be interpolated, as it is unlikely that they are two of the measured data points.

![Figure 8.4 Peak-picking method](image-url)
It is also evident that there is no mechanism for this method to deal with noise in the measured FRF data.

The peak-picking method is suitable only for lightly damped FRF data with well-separated modes and good frequency resolution. It can perform a survey study leading to a more sophisticated analysis.

### 8.3.2 Circle fit method

The circle fit method is the most used SDoF modal analysis method. It is based on the circularity of the Nyquist plot of an SDoF FRF discussed in Chapter 4. With structural damping, the receptance FRF \( \alpha(\omega) \) traces a perfect circle on the Nyquist plane.

\[
(\text{Re}(\alpha))^2 + \left( \text{Im}(\alpha) + \frac{1}{2h} \right)^2 = \left( \frac{1}{2h} \right)^2 \tag{4.27}
\]

Such a unique property gives rise to a mathematically convenient and accurate curve-fitting model for modal analysis.

When this circularity property of a SDoF system is used to analyse an FRF from an MDoF system, the SDoF assumption should apply first. Of course we can assume that at the vicinity of a mode, the contributions of all other modes are negligible. This assumption is difficult to meet in reality. However, the circle fit method can rely on a more relaxed assumption. The receptance FRF of an ‘\( N \)’ DoF system in modal form is given in Chapter 6 as:

\[
\alpha_{jk}(\omega) = \sum_{r=1}^{N} \frac{rA_{jk}}{\lambda_{r}^2 - \omega^2} \tag{8.7}
\]

If the \( r \)th mode is to be analysed, we can single it out from the summation so that:

\[
\alpha_{jk}(\omega) = \frac{rA_{jk}}{\lambda_{r}^2 - \omega^2} + \sum_{s=1}^{N} \frac{sA_{jk}}{\lambda_{s}^2 - \omega^2} \tag{8.8}
\]

If the summation term in this equation can be approximated by a complex constant such that:

\[
\alpha_{jk}(\omega) = \frac{rA_{jk}}{\omega_r^2 - \omega^2 + j\eta_r\omega_r^2} + B_{jk} \tag{8.9}
\]

then the circularity of the Nyquist plot shall not change except that the circle is shifted a distance away from the origin of the complex plane by the complex constant \( B_{jk} \), as shown in Figure 8.5.

If the modal data are to be derived on the circle, then the relative position of the circle on the complex plane becomes irrelevant to the analysis. The SDoF assumption is now extended. It means that when we discuss the analysis method, we can simply use the mathematical model of the SDoF FRF without needing to consider the complex constant \( B_{jk} \).

The derivation of the modal data from circle fitting follows the same sequential procedure as the peak-picking method, i.e. from natural frequency to damping loss factor and to modal constant. However, the accuracy of the derived modal data is
improved significantly. In order to estimate the natural frequency, the first step is to fit a circle from the selected FRF data points. These points are selected at the vicinity of the resonance peak.

Mathematically, it can be found that the natural frequency $\omega_r$ is at the location where maximum arc change occurs on the Nyquist circle. From Figure 8.6 we have:

$$\tan \frac{\theta}{2} = \tan (90^\circ - \gamma) = \frac{\text{Re}(\alpha)}{\text{Im}(\alpha)} = \frac{\omega_r^2 - \omega^2}{\omega_r^2 \eta_r}$$  \hspace{1cm} (8.10)

or

$$\omega^2 = \omega_r^2 \left(1 - \eta_r \tan \frac{\theta}{2}\right)$$  \hspace{1cm} (8.11)

It can be found that:

$$\frac{d\theta}{d\omega^2} = \frac{-2}{\omega_r^2 \eta_r} \frac{\eta_r^2 \omega_r^4}{\eta_r^2 \omega_r^4 + (\omega_r^2 - \omega^2)^2}$$  \hspace{1cm} (8.12)

For the maximum derivative of $\frac{d\theta}{d\omega^2}$, it can be derived that the frequency:

$$\omega^2 = \frac{1 + \sqrt{1 + 3(1 + \eta_r^2)}}{3} \omega_r^2$$  \hspace{1cm} (8.13)

When the modal damping loss factor $\eta_r$ is small, the following approximation is sufficient:
This means that the rate at which the locus sweeps around the circular arc takes the maximum value at resonance $\omega_r$. Since the frequency resolution of the FRF data points may not be sufficiently fine, interpolation can be used to enhance frequency resolution so that the natural frequency can be located accurately.

Once the natural frequency $\omega_r$ is accurately located on the Nyquist circle, the damping loss factor can be estimated from any FRF data point using:

$$\eta_r = \frac{\omega_r^2 - \omega_a^2}{\omega_r^2} \frac{1}{\tan \frac{\theta_a}{2}}$$ (8.15)

Theoretically, we should get an identical damping loss factor using any FRF data point. However, due to measurement noise, nonlinearity or errors, the damping loss factor estimated from different FRF points varies. Thus, the estimates of $\eta_r$ become a useful indicator for the accuracy of the analysis. For example, as Figure 8.7 shows, if the natural frequency $\omega_r$ is not located accurately, then the estimate of $\eta_r$ will exhibit a systematic change from the FRF data points before or after $\omega_r$.

![Figure 8.7 Damping plot with inaccurate and accurate $\omega_r$ estimate](image)

It is also possible to use one FRF point before the estimated natural frequency and one after that to estimate the damping loss factor.

If the data points correspond to frequencies $\omega_b$ and $\omega_a$, as shown in Figure 8.8, then from equation (8.10) we have:

$$\tan \frac{\theta_a}{2} = \frac{\omega_r^2 - \omega_a^2}{\omega_r^2 \eta_r}$$ (8.16)

and

$$\tan \frac{\theta_b}{2} = \frac{\omega_r^2 - \omega_b^2}{\omega_r^2 \eta_r}$$ (8.17)

Combining these formulae leads to an estimate of the damping loss factor:
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\[ \eta_r = \frac{\omega_a^2 - \omega_b^2}{\omega_r^2} \frac{1}{\tan \frac{\theta_a}{2} \tan \frac{\theta_b}{2}} \]  

(8.18)

By selecting different pairs of FRF data points, one from before and one from after the natural frequency, we have an array of damping estimates. These values, when plotted against the number of data points, form a three-dimensional damping plot. For an ideal case, this 3-D plot is a horizontal flat plate. However, the plot is sensitive to errors in the natural frequency estimation, noise and nonlinearity in the FRF data. It is a useful indicator for assessing the quality of the derived modal data. Figure 8.9 shows the three-dimensional damping plot with inaccurate and accurate \( \omega_r \) estimate.

The last to be estimated is the modal constant. This is done from the diameter of the Nyquist circle. The diameter, if denoted as \( r D_{jk} \) for the \( r \)th mode of the FRF \( \alpha_{jk}(\omega) \), is conveniently quantified at the location of natural frequency where \( \omega = \omega_r \). Therefore, the

\[ r D_{jk} = \frac{|r A_{jk}|}{\omega_r^2 \eta_r} \]  

(8.19)
After the circle fit, the diameter is known. Therefore, the modal constant can be estimated as:

\[ |r A_{jk}| = r D_{jk} \omega_r^2 \eta \]  

(8.20)

The phase angle of the modal constant \( r A_{jk} \) is given by the location of the natural frequency.

To summarize, the procedure of the SDoF circle fit method follows the succeeding steps:

1. select a vibration mode from the resonance peak of the receptance FRF;
2. select data points of the receptance FRF on the Nyquist plane;
3. fit a circle using selected points;
4. locate the natural frequency of the mode from the maximum arc rate change and estimate the phase angle for the modal constant;
5. estimate the damping loss factor;
6. determine the modulus of the modal constant from the diameter of the circle and its phase from the location of the natural frequency.

### 8.3.3 Inverse FRF method

An alternative to the SDoF circle fit method is a method to make use of the linearity property of the inverse FRF data. It was discussed in Chapter 4 that the inverse receptance FRF of an SDoF system shows a remarkable simplicity. Its real and imaginary parts can be linear functions of either \( \omega \) or \( \omega^2 \). This property gives rise to curve-fitting a straight line rather than a circle. However, when dealing with the FRF of an MDoF system, that simplicity does not hold any more, as mode complexity and contributions of other modes compromise it. It is only when these factors become insignificant that the simplicity of straight lines can be relied upon for modal analysis.

If we can assume that at the vicinity of the \( r \)th mode, contributions of other modes are negligible, then the receptance FRF \( \alpha_{jk}(\omega) \) can be approximated as:

\[ \alpha_{jk}(\omega) \approx \frac{r A_{jk}}{\omega_r^2 - \omega^2 + j \eta_r} \]  

(8.21)

Furthermore, if this vibration mode is nearly real, then the modal constant \( r A_{jk} \) is a real constant. The inverse FRF becomes very simple mathematical function:

\[ \frac{1}{\alpha_{jk}(\omega)} \approx \frac{1}{r A_{jk}} \left( \omega_r^2 - \omega^2 \right) + \frac{\eta_r}{r A_{jk}} j \]  

(8.22)

Both the real and imaginary parts can be plotted as straight lines shown in Figure 8.10.

These two plots are both straight lines. The intercept of the real plot indicates the natural frequency of the \( r \)th mode and its slope gives the inverse of the modal constant. The intercept of the imaginary plot indicates the amount of structural damping.

If the vibration mode is a well isolated but complex mode, then the inverse FRF method needs to be reformulated. Since the modal constant is complex, we can express it in a polar form as:
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\[ r A_{jk} = |r A_{jk}| e^{j\theta} \]  

The inverse receptance can be formulated as:

\[ \alpha_{jk}^{-1}(\omega) = \frac{\omega^2 - \omega^2_j + j \eta_r}{|r A_{jk}|} e^{j\theta} = (\text{Re}(\alpha^{-1}) + j \text{Im}(\alpha^{-1})) e^{j\theta} \]  

It can be shown that

\[ \alpha_{jk}^{-1}(\omega) = (\text{Re}(\alpha^{-1}) \cos \theta - \text{Im}(\alpha^{-1}) \sin \theta) + (\text{Re}(\alpha^{-1}) \sin \theta - \text{Im}(\alpha^{-1}) \cos \theta) j \]

\[ = X + Yj \]  

and

\[ \frac{dX}{d\omega^2} = \frac{1}{|r A_{jk}|} \cos \theta \]  

\[ \frac{dY}{d\omega^2} = -\frac{1}{|r A_{jk}|} \sin \theta \]  

\[ \frac{dY}{dX} = \tan \theta \]

Therefore, the inverse FRF method can be used to derive the modal data of the \( r \)th mode from the FRF data using the following procedure:

1. Plot the real and imaginary parts of the inverse FRF separately against frequency square.
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(2) Curve fit both plots with straight lines.
(3) From the intercept of the real plot determine the natural frequency.
(4) From the ratio of two slopes ($\tan \theta$) estimate the phase of the modal constant.
(5) From either slope estimate the modulus of the modal constant.
(6) From either the real or imaginary part estimate the damping loss factor.

8.3.4 Least-squares method

This method aims to find the best estimates of modal data of a selected mode that minimizes a defined error function. This function converts the curve fitting of a nonlinear mathematical model into a weighted linear model. Such a conversion makes the curve fitting simpler and the solution easier to derive.

We commence from the modal expression of a mobility FRF:

$$Y_{jk}(\omega) = \sum_{r=1}^{N} \frac{A_{jk}}{\lambda_{r}^2 - \omega^2} j\omega$$  \hspace{1cm} (8.29)

To simplify the notation during this derivation, we omit the subscript $jk$ so that the FRF is written as:

$$Y(\omega) = \sum_{r=1}^{N} \frac{A_{r}}{\lambda_{r}^2 - \omega^2} j\omega$$  \hspace{1cm} (8.30)

To differ, assume the mobility FRF data measured is denoted as $H(\omega)$. If the $r$th mode is to be analysed, then for an FRF data point at $\bar{\omega}_i$, an error function can be defined as:

$$E_{i} = \frac{A_{r}}{\lambda_{r}^2 - \omega_i^2} j\bar{\omega}_i + \sum_{s \neq r} \frac{A_{r}}{\lambda_{r}^2 - \omega_i^2} j\bar{\omega}_i - H(\bar{\omega}_i) = \frac{A_{r}}{\lambda_{r}^2 - \omega_i^2} j\bar{\omega}_i + R(\bar{\omega}_i)$$  \hspace{1cm} (8.31)

This is a nonlinear error function for the complex modal data $A_{r}$ and $\lambda_{r}$. The expansion of the function into a Taylor series would bring about poor numerical outcomes for the estimation. However, the function can be transformed as:

$$E_{i} = \frac{1}{\lambda_{r}^2 - \omega_i^2} (j\bar{\omega}_i A_{r} + (\lambda_{r}^2 - \omega_i^2) R(\bar{\omega}_i))$$  \hspace{1cm} (8.32)

If the complex natural frequency $\lambda_{r}$ is known approximately, then the term $\frac{1}{\lambda_{r}^2 - \omega_i^2}$ in equation (8.32) can be treated as a weighting for the linear function of parameters $A_{r}$ and $\lambda_{r}^2$. It is hereafter denoted as $w_{r}$. The modulus squared error is given as:

$$E^2 = E_{i}E_{i}^{*} = |w_{r}|^2 (j\bar{\omega}_i A_{r} + (\lambda_{r}^2 - \omega_i^2) R(\bar{\omega}_i))(-j\bar{\omega}_i A_{r}^{*} + (\lambda_{r}^2 - \omega_i^2) R^{*}(\bar{\omega}_i))$$  \hspace{1cm} (8.33)

Here, the bar on the top indicates the complex conjugate. When using a number of the FRF data points in the least-squares estimate, the summation of the errors is given by:

$$E^2 = \sum_{i} |w_{r}|^2 (j\bar{\omega}_i A_{r} + (\lambda_{r}^2 - \omega_i^2) R(\bar{\omega}_i))(-j\bar{\omega}_i A_{r}^{*} + (\lambda_{r}^2 - \omega_i^2) R^{*}(\bar{\omega}_i))$$  \hspace{1cm} (8.34)
This error function can be minimized in order to derive the best estimates for the complex parameters $A_r$ and $\lambda_r^2$. By taking the derivatives of equation (8.34) with respect to the unknown parameters $A_r$ and $\lambda_r^2$, we can obtain the following two complex linear simultaneous equations:

\[
\begin{align*}
A_s \sum |w_i|^2 \bar{\omega}_i^2 - j\lambda_r^2 \sum |w_i|^2 \bar{\omega}_i R(\bar{\omega}_i) + j \lambda_r^2 \sum |w_i|^2 j\bar{\omega}_i^2 R(\bar{\omega}_i) &= 0 \\
-jA_s \sum |w_i|^2 \bar{\omega}_i R(\bar{\omega}_i) + \lambda_r^2 \sum |w_i|^2 |R(\bar{\omega}_i)|^2 - \sum |w_i|^2 |\bar{\omega}_i|^2 |R(\bar{\omega}_i)|^2 &= 0
\end{align*}
\] (8.35)

The complex natural frequency $\lambda_r$ is linked to the natural frequency and damping loss factor $(\lambda_r^2 = \omega_r^2 (1 + \eta_r))$. From these equations, the modal constant $A_r$, natural frequency $\omega_r$ and damping loss factor $\eta_r$ of the $r$th mode are obtained. This estimation can be repeated for all the measured modes of an FRF.

This method relies on initial approximation of natural frequencies in order to incorporate the weighting function used in equation (8.33). These approximations can be determined from the simple peak-picking analysis. Accurate modal data shall be determined from equation (8.35).

### 8.3.5 Dobson's method

The inverse FRF method can be developed into a more sophisticated method. This development is based on the extended SDoF assumption used by the circle fit method, i.e. the collective contribution of other modes is a complex constant. Like the inverse FRF method, it is based on curve-fitting straight lines. If we analyse the $r$th mode of an FRF, then the function can be written as:

\[
\alpha_{jk}(\omega) = \frac{A_r}{\lambda_r^2 - \omega^2} + R
\] (8.36)

Here, $R$ is a complex constant. If an FRF data point at the vicinity of the $r$th mode is $\alpha(\omega)$, then the difference between this data point and others nearby is defined as:

\[
\Delta(\Omega) = \frac{A_r}{\lambda_r^2 - \omega^2} - \frac{A_r}{\lambda_r^2 - \Omega^2}
\] (8.37)

This difference does not assist much in estimating the modal data. However, if we define a new function from $\Delta(\Omega) = \frac{A_r}{\lambda_r^2 - \omega^2} - \frac{A_r}{\lambda_r^2 - \Omega^2}$ as:

\[
\Theta(\omega^2) = \frac{\omega^2 - \Omega^2}{\alpha(\omega) - \alpha(\Omega)}
\] (8.38)

we find from equation (8.37) that

\[
\Theta(\omega^2) = \frac{\omega^2 - \Omega^2}{\alpha(\omega) - \alpha(\Omega)} = \frac{1}{A_r} (\lambda_r^2 - \omega^2)(\lambda_r^2 - \Omega^2)
\] (8.39)

What follows is a clear algebra to convert this seemingly complicated complex function into two linear equations of variable $\omega^2$. Since modal constant $A_r$ can be
written in its real and imaginary parts as $A_r = P + Qj$ and the complex natural frequency square as $\lambda^2 = \omega^2(1 + \eta_r j)$, equation (8.39) can be detached into its real and imaginary parts:

\[
\begin{align*}
\text{Re}(\Theta) &= c_R + t_R \omega^2 \quad (8.40) \\
\text{Im}(\Theta) &= c_I + t_I \omega^2 \quad (8.41)
\end{align*}
\]

Here the slope of these two linear functions of variable $\omega^2$ are given as:

\[
\begin{align*}
t_R &= -\frac{P\omega_r^2 + Q\eta_r \omega_r^2}{P^2 + Q^2} + \frac{P}{P^2 + Q^2} \Omega^2 \\
t_I &= -\frac{P\eta_r \omega_r^2 - Q\omega_r^2}{P^2 + Q^2} - \frac{Q}{P^2 + Q^2} \Omega^2 
\end{align*}
\]

(8.42) \hspace{1cm} (8.43)

The intercepts are given by:

\[
\begin{align*}
c_R &= \frac{P(\omega_r^2(\omega_r^2 - \Omega^2) - \eta_r^2 \omega_r^4) + Q\eta_r \omega_r^2(2\omega_r^2 - \Omega^2)}{P^2 + Q^2} \\
c_I &= \frac{P\eta_r \omega_r^2(2\omega_r^2 - \Omega^2) - Q(\omega_r^2(\omega_r^2 - \Omega^2) - \eta_r^2 \omega_r^4)}{P^2 + Q^2}
\end{align*}
\]

(8.44) \hspace{1cm} (8.45)

By selecting frequency $\Omega$ around the natural frequency $\omega_r$, we can obtain a series of straight lines for both the real and imaginary parts of function $\Theta(\omega^2)$. Equations (8.42) to (8.45) are not easy to use to derive modal parameters. However, we note that both slopes in equations (8.42) and (8.43) are linear functions of $\Omega^2$. Therefore, by selecting a different frequency $\Omega$, we can derive a series of slopes in these equations. These slopes can be graphically presented as two slope plots against $\Omega^2$. Fitting straight lines from these two plots, the modal parameters can be identified from the slopes and intercepts of the two straight lines given by equations (8.42 and 8.43).

Figure 8.12 shows a receptance FRF of an MDoF system. To analyse its first mode, we select the data points shown in the Nyquist plot on the right and use equations (8.40) and (8.41) to calculate a family of straight lines shown in Figure 8.13.

![Figure 8.12 An FRF and the first mode of an MDoF system](image-url)
The two straight lines in Figure 8.14 can be curve fitted. Using equations (8.42) and (8.43) we can derive the modal parameters from the slopes of the lines in Figure 8.14. The FRF can then be constructed using the derived modal parameter. Figure 8.15 shows the Nyquist plot of the FRF data (the thin line) and the regenerated FRF data points.

The slopes of the lines in Figure 8.13 (both real and imaginary parts) can be estimated and plotted against $\Omega^2$. From equations (8.42) and (8.43) we know that these plots are again straight lines, as shown in Figure 8.14.

The two straight lines in Figure 8.14 can be curve fitted. Using equations (8.42) and (8.43) we can derive the modal parameters from the slopes of the lines in Figure 8.14. The FRF can then be constructed using the derived modal parameter. Figure 8.15 shows the Nyquist plot of the FRF data (the thin line) and the regenerated FRF data points.
8.4 Derivation of modal data from FRF data – MDoF methods

8.4.1 Rational fraction polynomials

Rational fraction polynomial method is an MDoF modal analysis method using measured FRF data. The idea of the rational fraction polynomial method is to express an FRF in terms of rational fraction polynomials, and through numerical manipulations, the coefficients of these polynomials can be identified. The links between these coefficients and the modal parameters of the FRF can be established. This leads to the identification of these parameters.

The description of the rational fraction polynomial method commences with the transfer function of an MDoF system. Such a transfer function can be expressed as a function of the Laplace variable ‘s’ so that:

\[ \alpha_{ij}(s) = \frac{N(s)}{D(s)} = \frac{a_0 + a_1s + a_2s^2 + \ldots + a_ms^m}{b_0 + b_1s + b_2s^2 + \ldots + s^n} \]  

(8.46)

Here, the order of the denominator ‘n’ is higher than that of the numerator ‘m’ by 2. For the sake of simplicity, the subscript of the transfer function is omitted and the following notations are adopted:

\[ p_0(s) = 1, \quad p_1(s) = s, \quad p_2(s) = s^2, \ldots, \quad p_m(s) = s^m \]

\[ q_0(s) = 1, \quad q_1(s) = s, \quad q_2(s) = s^2, \ldots, \quad q_n(s) = s^n \]

Then, we have:

\[ \alpha(s) = \frac{\sum_{k=0}^{m} a_k p_k(s)}{\sum_{k=0}^{n} b_k q_k(s)} \quad \text{where} \quad b_n = 1 \]  

(8.47)

When dealing with a frequency response function, this equation becomes:

\[ \alpha(j\omega) = \frac{\sum_{k=0}^{m} a_k p_k(j\omega)}{\sum_{k=0}^{n} b_k q_k(j\omega)} \quad \text{where} \quad b_n = 1 \]  

(8.48)

For the subsequent analysis, assume there are ‘p’ measurement data points corresponding to frequencies at \( \omega_1, \omega_2, \ldots, \omega_p \). It is also assumed that there are ‘p’ negative frequency points \( \omega_p, \omega_{p-1}, \ldots, \omega_1 \). The FRF at the negative frequencies can be shown as:

\[ \alpha(j\omega_i) = \alpha(-j\omega_i) = \alpha^*(j\omega_i) \quad i = 1, 2, \ldots, p \]  

(8.49)

The purpose of using these negative frequencies will become clear in the subsequent analysis. To commence the analysis of the rational fraction polynomial method, we begin with the total error defined in equation (8.50):
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\[ e_{ij}(\omega) = \alpha_{ij}(\omega) - \tilde{\alpha}_{ij}(\omega) \]  

(8.50)

Omitting the subscript and substituting equation (8.48) into this equation yields:

\[ e(j\omega) = \frac{\sum_{k=0}^{m} a_k p_k(j\omega)}{\sum_{k=0}^{n} b_k q_k(j\omega)} - \tilde{\alpha}(j\omega) \]  

(8.51)

This error is not a linear function of coefficients \( a_k \) and \( b_k \). For the ease of analysis and more accurate results, a new error function can be defined as:

\[ \hat{e}(j\omega) = e(j\omega) \sum_{k=0}^{n} b_k q_k(j\omega) = \sum_{k=0}^{m} a_k p_k(j\omega) - \tilde{\alpha}(j\omega) \left( \sum_{k=0}^{n-1} b_k q_k(j\omega) + q_n(j\omega) \right) \]  

(8.52)

The total error with respect to the whole column of FRF becomes:

\[ \{E\} = \{\hat{e}_{ij}(\omega_p), \ldots, \hat{e}_{ij}(\omega_1), \hat{e}_{ij}(\omega_1), \ldots, \hat{e}_{ij}(\omega_p)\}^T \]  

(8.53)

or,

\[ \{E\} = [U]\{A\} - [V]\{B\} - \{W\} \]  

(8.54)

where

\[ [U] = \begin{bmatrix} p_0(j\omega_p) & p_1(j\omega_p) & \cdots & p_m(j\omega_p) \\ \vdots & \vdots & \ddots & \vdots \\ p_0(j\omega_1) & p_1(j\omega_1) & \cdots & p_m(j\omega_1) \\ \vdots & \vdots & \ddots & \vdots \\ p_0(j\omega_p) & p_1(j\omega_p) & \cdots & p_m(j\omega_p) \end{bmatrix} \]  

(8.55)

\[ [V] = \begin{bmatrix} \tilde{\alpha}(j\omega_p) q_0(j\omega_p) & \tilde{\alpha}(j\omega_p) q_1(j\omega_p) & \cdots & \tilde{\alpha}(j\omega_p) q_{n-1}(j\omega_p) \\ \cdots & \cdots & \ddots & \cdots \\ \tilde{\alpha}(j\omega_1) q_0(j\omega_1) & \tilde{\alpha}(j\omega_1) q_1(j\omega_1) & \cdots & \tilde{\alpha}(j\omega_1) q_{n-1}(j\omega_1) \\ \tilde{\alpha}(j\omega_1) q_0(j\omega_1) & \tilde{\alpha}(j\omega_1) q_1(j\omega_1) & \cdots & \tilde{\alpha}(j\omega_1) q_{n-1}(j\omega_1) \\ \cdots & \cdots & \ddots & \cdots \\ \tilde{\alpha}(j\omega_p) q_0(j\omega_p) & \tilde{\alpha}(j\omega_p) q_1(j\omega_p) & \cdots & \tilde{\alpha}(j\omega_p) q_{n-1}(j\omega_p) \end{bmatrix} \]  

(8.56)

\[ \{A\} = \{a_0, a_1, \ldots, a_m\}^T \]  

(8.57)

and

\[ \{B\} = \{b_0, b_1, \ldots, a_{n-1}\}^T \]  

(8.58)

\[ [W] = \{\tilde{\alpha}(j\omega_p) q_n(j\omega_p) \ldots \tilde{\alpha}(j\omega_1) q_n(j\omega_p) \tilde{\alpha}(j\omega_1) q_n(j\omega_p) \cdots \tilde{\alpha}(j\omega_p) q_n(j\omega_p)\}^T \]  

(8.59)
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The total deviation of the error is defined as:

\[ J = \{E\}^H \{E\} \quad (8.60) \]

To determine the coefficient vectors \( \{A\} \) and \( \{B\} \) that will minimize the total deviation, the following partial derivatives should be equated to zeros:

\[
\frac{\partial J}{\partial \{A\}} = \frac{\partial J}{\partial \{B\}} = 0 \quad (8.61)
\]

This will lead to the following equation for estimation of coefficient vectors

\[
\begin{bmatrix}
\frac{1}{2} ([P]^H [P] + [P]^T [P]^*) - \text{Re}([P]^H [Q]) \\
(-\text{Re}([Q]^H [Q]))^T & \frac{1}{2} ([Q]^H [Q] + [Q]^T [Q]^*)
\end{bmatrix}
\begin{bmatrix}
\{A\} \\
\{B\}
\end{bmatrix}
\]

\[ = \begin{bmatrix}
\text{Re}([P]^H \{W\}) \\
\text{Re}([Q]^H \{W\})
\end{bmatrix} \quad (8.62)\]

Coefficients \( \{A\} \) and \( \{B\} \) are related to the modal data of the FRF.

### 8.4.2 Lightly damped structures

When a structure is very lightly damped, it becomes difficult to obtain accurate FRF data near resonances. The Nyquist plot of an FRF is not very useful since all FRF data points are amassed along the real axis. Modal analysis methods that rely on the FRF data around resonances are not effective any more. The alternative is a method to use the FRF data away from resonances. The mathematical derivation of the method is straightforward. Using the structural damping model, we know the FRF can be written as:

\[ \alpha_{jk}(\omega) = \sum_{r=1}^{N} \frac{r A_{jk}}{\omega_r^2 - \omega^2 + j \eta_r \omega_r^2} \quad (8.63) \]

Because of the insignificant presence of damping, this expression can be approximated into:

\[ \alpha_{jk}(\omega) \approx \sum_{r=1}^{N} \frac{r A_{jk}}{\omega_r^2 - \omega^2} \quad (8.64) \]

This approximation leads to a convenient way to estimate modal constants of the FRF. At a measured frequency \( \Omega_1 \), the FRF can be written as:

\[ \alpha_{jk}(\Omega_1) = \begin{bmatrix}
1 & 1 & 1 \\
\omega_1^2 - \Omega_1^2 & \omega_2^2 - \Omega_1^2 & \ldots & \omega_n^2 - \Omega_1^2
\end{bmatrix}
\begin{bmatrix}
1 A_{jk} \\
2 A_{jk} \\
\vdots \\
N A_{jk}
\end{bmatrix} \quad (8.65)\]

By using the FRF data at different frequencies, we can form the following matrix equation:
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\[
\begin{bmatrix}
\alpha_{jk}(\Omega_1) \\
\alpha_{jk}(\Omega_2) \\
\vdots
\end{bmatrix}
= \begin{bmatrix}
\frac{1}{\omega_1^2 - \Omega_1^2} & \frac{1}{\omega_2^2 - \Omega_1^2} & \cdots \\
\frac{1}{\omega_1^2 - \Omega_2^2} & \cdots & \cdots \\
\vdots & \vdots & \vdots
\end{bmatrix}
\begin{bmatrix}
1 A_{jk} \\
2 A_{jk} \\
\vdots
\end{bmatrix}
\tag{8.66}
\]

or simply:

\[
\{\alpha_{jk}(\Omega)\} = [R(\Omega)]\{A_{jk}\}
\tag{8.67}
\]

From here, the modal constants can be estimated as:

\[
\{A_{jk}\} = [R(\Omega)]^{-1}\{\alpha_{jk}(\Omega)\}
\tag{8.68}
\]

It can be seen that to select ‘\(N\)’ points from all the measured data points needs very careful consideration in order to obtain an accurate modal constant array \(\{A_{jk}\}\).

The procedure for this method is as follows:

1. measure FRF over the frequency range of interest;
2. locate resonances graphically;
3. select ‘\(N\)’ points to analyse ‘\(N\)’ modes (for ‘\(N\)’ modal constants);
4. compute ‘\(N\)’ modal constants;
5. regenerate FRF to check the accuracy of estimated modal data.

Literature

Modal analysis methods – time domain

Time domain methods belong to another category of modal analysis methods. Frequency domain modal analysis relies on measured frequency response function (FRF) data. Time domain modal analysis uses time response data. The methods were developed on the advances of modern control theory and computer technology.

FRF data are not the ‘raw’ measurement data. They are the outcomes of a transformation from measured response time history to data in frequency domain. The data directly measured by response transducers are the real time acceleration and force signals. We know from spectral analysis theory that the FRF and the impulse response function (IRF) of a structure are a Fourier transform pair. Therefore, if we can deduce the impulse response information from measured time responses or the FRF data, then it is possible to extract the modal parameters from there.

Time domain modal analysis methods use response data either from known excitation sources or from ambient excitation. With known excitation, the measurement conditions are similar to the frequency domain approach. The data of known inputs enable correlation analysis and usually assure better accuracy of the analysis. The data from ambient excitation, however, grant a special appeal to the time domain approach. This is because it is impractical to excite some structures in a controlled laboratory environment. The ambient excitation, which is often unmeasurable, becomes the only excitation source in measurement. This scenario often disqualifies many frequency domain methods. For example, the vibration of a bridge can be measured using the ambient traffic as the excitation. Sea wave impact can be the excitation of a ship. Wind excitation can be the input source for a tall building. These excitations cannot be quantified. The independence of some time domain methods on the excitation data enables them to be used for special applications.

Time domain modal analysis has several advantages over its frequency domain counterpart. It has been mentioned that it does not depend on excitation and equipment needed to obtain designed excitation forces. Generally, it needs fewer response data. It is possible to use this technique for modal analysis based on line damage detection and machine health diagnosis. Because the analysis is not based on the FRF data (although some methods can utilize the IRF data from the inverse Fourier transform of the FRF data), it can be an alternative for analysing close vibration modes. However, time domain modal analysis requires a very high signal and noise ratio from measured
data. Unlike FRF data where vibration modes are almost visible, the time response does not manifest vibration modes. This demands more stringent analysis skills. The data inaccuracy and presence of noise may lead to computational modes in the calculation. They are not genuine system vibration modes but nevertheless are ‘identified’.

In the following, we discuss several time domain methods which have been used by practising engineers for modal analysis. Practical application cases can be found from the literature.

### 9.1 Least-squares time domain method

This method is based on the model of free decay vibration response for an MDoF system. The measured vibration response data are used for a curve-fitting effort against a defined mathematical model in order to derive the modal parameters. For an MDoF dynamic system, its free vibration response is known to be in the form:

\[
x(t) = \sum_{i=1}^{N} e^{-n_{i}t} (a_{i} \sin \omega_{d_{i}} t + b_{i} \cos \omega_{d_{i}} t)
\]  

(9.1)

Here, \(a_{i}\) and \(b_{i}\) are the components of the vibration amplitude. \(\omega_{d_{i}}\) is the damped natural frequency and \(n_{i}\) is related to damping ratio. All are the parameters to be identified. If we sample the response with a time series \(t_{j}(j = 1, 2, \ldots, P)\) and the time resolution \(\Delta t\), then the measured data points can be denoted as \(\tilde{X}_{t}\) or \(\tilde{X}_{j}\) for short. The corresponding data from the mathematical model given in equation (9.1) can be denoted as \(\hat{X}(t_{j})\) or \(\hat{X}_{j}\).

The response model in equation (9.1) is a nonlinear and transcendental function for the parameters we need to identify. To simplify the problem, let us give the initial values for parameters \(\omega_{d_{i}}\) and \(n_{i}\) as \(\omega_{d_{i}}^{(0)}\) and \(n_{i}^{(0)}\), and try to estimate parameters \(a_{i}\) and \(b_{i}\) arranged vertically in a vector \(\{\theta\} = \begin{bmatrix} a \\ b \end{bmatrix} \) \(2N \times 1\). Since the data \(X(t)\) are linear functions of parameters \(a_{i}\) and \(b_{i}\), we can form a set of linear simultaneous equations to solve for vector \(\{\theta\}\):

\[
\{X_{j}\} = [S] \{\theta\} \quad \text{(9.2)}
\]

where

\[
[S] = \begin{bmatrix}
    e^{-n_{1}t_{1}} \sin \omega_{d_{1}} t_{1}, e^{-n_{1}t_{1}} \cos \omega_{d_{1}} t_{1}, \ldots, e^{-n_{N}t_{1}} \sin \omega_{d_{N}} t_{1}, e^{-n_{N}t_{1}} \cos \omega_{d_{N}} t_{1} \\
    \vdots \\
    e^{-n_{1}t_{P}} \sin \omega_{d_{1}} t_{P}, e^{-n_{1}t_{P}} \cos \omega_{d_{1}} t_{P}, \ldots, e^{-n_{N}t_{P}} \sin \omega_{d_{N}} t_{P}, e^{-n_{N}t_{P}} \cos \omega_{d_{N}} t_{P}
\end{bmatrix}
\]

(9.3)

and

\[
\{X_{j}\} = \{X_{1}, X_{2}, \ldots, X_{P}\}^{T}
\]

(9.4)

Usually, we have more data points than twice the number of modes (i.e. \(P > 2N\)) so the least squares solution for vector \(\{\theta\}\) can be derived as:

\[
\{\theta\} = ([S]^{T} [S])^{-1} [S]^{T} \{\tilde{X}_{j}\}
\]

(9.5)
Equation (9.2) does not have to use all $P$ data points. Nor does it have to contain all $N$ modes at once. Once vector $\{\theta\}$ is estimated, we can use them to estimate parameters $\omega_{d_i}$ and $n_i$. From Taylor series expansion and ignoring the higher order terms we have:

$$X(t_j, \omega_i, n_i) = X(t_j, \omega_{d_i}^{(0)}, n_i^{(0)}) + \sum_{i=1}^{N} \left( \frac{\partial X_j}{\partial \omega_{d_i}} \right)_0 \Delta \omega_{d_i} + \frac{\partial X_j}{\partial n_{d_i}} \Delta n_i \right)$$

(9.6)

Using this equation with data at different time sampling points, we can establish a set of linear simultaneous equations for parameters $\Delta \omega_{d_i}$ and $\Delta n_i$. The solution, when combined with the initial value $\omega_{d_i}^{(0)}$ and $n_i^{(0)}$, will yield the estimates of parameters $\omega_{d_i}$ and $n_i$.

The whole process described above can be iterated for more accurate modal parameter estimation. This method relies heavily on the initial values $\omega_{d_i}^{(0)}$ and $n_i^{(0)}$ and the number of modes ‘$N$’ used.

### 9.2 Ibrahim time domain (ITD) method

The Ibrahim time domain method, known as the ITD method, uses IRF data to identify modal parameters. It constructs an eigenvalue problem from the IRF data and solves the problem to derive the natural frequencies, damping loss factors and modal constants. The method, when originally proposed, constructs the eigenvalue problem using displacement, velocity and acceleration IRF data. As a result, numerical integration is needed to obtain displacement and velocity time histories from acceleration measurement at each response point. This approach was later improved by using displacement, velocity or acceleration free response data only. The deficiency of the amount of data needed is remedied by sampling the displacement data with a selected time delay. The free response of a structure means either the free decays measured from random execution of the structure or the impulse response obtained from the inverse of an FRF.

We begin the discussion from the equation of motion of an ‘$N$’ DoF system:

$$[M] \dddot{x} + [C] \dot{x} + [K] x = 0$$

(9.7)

As in Chapter 6, we can define a new variable vector to transform the equation into a standard eigenvalue problem. The new vector is:

$$\{y\} = \begin{bmatrix} x \\dot{x} \end{bmatrix}_{2N \times 1}$$

(9.8)

Equation (9.7) can be transformed into a new eigenvalue problem:

$$\{\dddot{y}\} = \{A\} \{y\}$$

(9.9a)

where

$$[A] = \begin{bmatrix} [0] & [I] \\ -[M]^{-1}[K] & -[M]^{-1}[C] \end{bmatrix}$$

(9.9b)
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Matrix \([A]\) is not known but it is possible to derive it from time domain response data. Assume we have the free vibration response data in the form of displacement \(x(t)\), velocity \(\dot{x}(t)\) and acceleration \(\ddot{x}(t)\). Otherwise, the displacement and velocity can be derived from integrating the acceleration data. Sampling these data, we can form two matrices:

\[
\begin{bmatrix}
Y \\
\dot{Y}
\end{bmatrix} = 
\begin{bmatrix}
x(t_1) & x(t_2) & \ldots & x(t_{2N}) \\
\dot{x}(t_1) & \dot{x}(t_2) & \ldots & \dot{x}(t_{2N})
\end{bmatrix}
\]

and

\[
\begin{bmatrix}
\ddot{x}(t_1) & \ddot{x}(t_2) & \ldots & \ddot{x}(t_{2N}) \\
\dddot{x}(t_1) & \dddot{x}(t_2) & \ldots & \dddot{x}(t_{2N})
\end{bmatrix}
\]

It is evident that every column of \([Y]\) and its corresponding column in \([\dot{Y}]\) follows equation (9.9). Therefore, we arrive at the following equation:

\[
[\dot{Y}] = [A][Y]
\]

If the free vibration response \(x(t)\) contains information for ‘\(N\)’ vibration modes, then \([Y]\) is non-singular. As a result, we can derive the matrix \([A]\) from the response data as:

\[
[A] = [\dot{Y}][Y]^{-1}
\]

Once matrix \([A]\) is determined, we can use equation (9.9) to solve the eigenvalue problem and derive the modal parameters of the system. This approach relies on sampling the measurement data in displacement, velocity and acceleration forms.

A different approach of the ITD method uses a delayed sampling to obtain sufficient amounts of data. These sampled data are then used to construct an eigenvalue problem to derive modal data. To introduce this approach, let us refresh the modal analysis theory for an MDoF system governed by equation (9.7). It has \(2N\) complex conjugate eigenvalues and corresponding complex eigenvectors. The eigenvalues, denoted as \(\lambda_r = -n_r + j\omega_{dr}\), (9.14) are the \(r\)th complex natural frequency, and the eigenvectors, denoted as \(\{\phi\}_r\), are the \(r\)th complex mode shapes.

If the test structure behaves modally, then it is reasonable to assume that there is a theoretical model of ‘\(N\)’ degrees of freedom that describes the dynamic characteristics of the structure and the MDoF modal analysis theory applies. The response from any given measurement point on the structure should then have a combined contribution of all vibration modes. For the sake of simplicity, assume first that the number of measurement points match with the number of DoFs. For the \(i\)th measurement point, the time response can be sampled to obtain ‘\(2N\)’ data points: \(\{x(t_1), x(t_2), \ldots, x(t_{2N})\}^T\). If the same sampling is carried out on data from all ‘\(N\)’ measurement points, then a matrix of sampled free vibration response can be formed as:

\[
[X] = 
\begin{bmatrix}
x_1(t_1) & x_1(t_2) & \ldots & x_1(t_{2N}) \\
x_2(t_1) & x_2(t_2) & \ldots & x_2(t_{2N}) \\
\vdots & \vdots & \ddots & \vdots \\
x_N(t_1) & x_N(t_2) & \ldots & x_N(t_{2N})
\end{bmatrix}_{N \times 2N}
\]
Each data point should follow the theory as:

\[ x_i(t) = \sum_{r=1}^{2N} \phi_{ir} e^{\lambda_{rt}} \]  

(9.16)

Each column of \([X]\) can be written in a matrix form:

\[ \{X_j\} = [\{\phi\}_1, \{\phi\}_2, \ldots, \{\phi\}_{2N}] \]

(9.17)

Equation (9.15) can now be recast into:

\[
\begin{bmatrix}
  x_1(t_1) & \cdots & x_1(t_{2N}) \\
  \vdots & \ddots & \vdots \\
  x_N(t_1) & \cdots & x_N(t_{2N}) 
\end{bmatrix}
= \begin{bmatrix}
  e^{\lambda_{t_1}} & \cdots & e^{\lambda_{t_{2N}}} \\
  \vdots & \ddots & \vdots \\
  e^{\lambda_{2Nt_1}} & \cdots & e^{\lambda_{2Nt_{2N}}}
\end{bmatrix}
\]

(9.18)

or simply:

\[ [X] = [\Psi][\Lambda] \]  

(9.19)

This equation establishes direct links between the complex natural frequencies, mode shapes and the time response of the system. It alone, however, is insufficient to solve for modal data. The approach is to sample the same response data but with a duration \(\tau\) shift. For the \(i\)th measurement, this means:

\[ x_i(t + \tau) = \sum_{r=1}^{2N} \phi_{ir} e^{\lambda_{rt}(t + \tau)} \]  

(9.20)

For all the response points, a vector form of equation (9.20) can be written as:

\[ \{Y_j\} = \{X(t_j + \tau)\} = [\{\phi\}_1 e^{\lambda_{1t}} , \{\phi\}_2 e^{\lambda_{2t}}, \ldots, \{\phi\}_{2N} e^{\lambda_{2Nt}}] \]

(9.21)

Again, taking the same sampling time \((t_1, t_2, \ldots, t_{2N})\) but with shift \(\tau\), equation (9.17) will take its matrix form:

\[
\begin{bmatrix}
  x_1(t_1 + \tau) & \cdots & x_1(t_{2N} + \tau) \\
  \vdots & \ddots & \vdots \\
  x_N(t_1 + \tau) & \cdots & x_N(t_{2N} + \tau)
\end{bmatrix}
= \begin{bmatrix}
  e^{\lambda_{t_1}} & \cdots & e^{\lambda_{t_{2N}}} \\
  \vdots & \ddots & \vdots \\
  e^{\lambda_{2Nt_1}} & \cdots & e^{\lambda_{2Nt_{2N}}}
\end{bmatrix}
\]

(9.22)
If the system has unique natural frequencies, then vectors \( \{ \varphi_1, \varphi_2, \ldots, \varphi_{2N} \}^T \) and \( \{ \varphi_1 e^{\lambda_1 \tau}, \varphi_2 e^{\lambda_2 \tau}, \ldots, \varphi_{2N} e^{\lambda_{2N} \tau} \}^T \) are linearly independent of each other. This means that by shifting the time interval \( \tau \) and sampling a set of \( '2N' \) values, we have effectively ‘created’ more measurement data points.

Likewise, we can increase the time shift to \( 2\tau \) and sample the response data again. For all the response points, a vector can be written as:

\[
Z_j = \{ X(t_j + 2\tau) \} = \{ \varphi_1 e^{2\lambda_1 \tau}, \varphi_2 e^{2\lambda_2 \tau}, \ldots, \varphi_{2N} e^{2\lambda_{2N} \tau} \}
\] (9.24)

Again, taking the same sampling time \( (t_1, t_2, \ldots, t_{2N}) \) but with shift \( 2\tau \), equation (9.24) will take its matrix form:

\[
\begin{bmatrix}
x_1(t_1 + 2\tau) & \ldots & x_1(t_{2N} + 2\tau) \\
\vdots & \ddots & \vdots \\
x_N(t_1 + 2\tau) & \ldots & x_N(t_{2N} + 2\tau)
\end{bmatrix}
= \begin{bmatrix}
\varphi_1 e^{2\lambda_1 \tau} & \ldots & \varphi_{2N} e^{2\lambda_{2N} \tau}
\end{bmatrix}
\begin{bmatrix}
e^{\lambda_1 t_1} & \ldots & e^{\lambda_1 t_{2N}} \\
e^{\lambda_2 t_1} & \ldots & e^{\lambda_2 t_{2N}} \\
\vdots & \ddots & \vdots \\
e^{\lambda_{2N} t_1} & \ldots & e^{\lambda_{2N} t_{2N}}
\end{bmatrix}
\] (9.25)

or

\[
Z = [Q][\Lambda]
\] (9.26)

From this analysis, we have constructed three sampled data matrices \([X], [Y], [Z]\) and three modal vector matrices \([\varphi], [P], [Q]\). The next task is to assemble an eigenvalue problem from these matrices that shall derive the complex natural frequencies and mode shapes. To do that, we need to regroup these matrices and define the following:

\[
[V] = \begin{bmatrix}
[X] \\
[Y]
\end{bmatrix}
\] (9.27)

\[
[W] = \begin{bmatrix}
[Y] \\
[Z]
\end{bmatrix}
\] (9.28)

\[
[\mu] = \begin{bmatrix}
[\varphi] \\
[P]
\end{bmatrix}
\] (9.29)

\[
[v] = \begin{bmatrix}
[P] \\
[Q]
\end{bmatrix}
\] (9.30)

Also, we know that the following equalities exist:

\[
[P] = [\varphi][\Lambda],
\] (9.31)
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\[ [Q] = [P][\Delta], \quad (9.32) \]
\[ [v] = [\mu][\Delta]. \quad (9.33) \]

where

\[ [\Delta.] = \begin{bmatrix} e^{\lambda_1 \tau} & 0 \\ e^{\lambda_2 \tau} & \cdots & 0 \\ & & e^{\lambda_{2N} \tau} \end{bmatrix} \quad (9.34) \]

and

\[ [V] = [\mu][\Lambda] \quad (9.35) \]
\[ [W] = [v][\Lambda] \quad (9.36) \]

From equations (8.31) to (8.36) we can derive:

\[ [W][V]^{-1}[\mu] = [\mu][\Delta.] \quad (9.37) \]

This equation constitutes a complex eigenvalue problem if matrix \([V]\) is non-singular. From the beginning, we assumed that the system we are studying has no repeated eigenvalues. This means that columns in matrix \([\mu]\), which consist of the complex eigenvectors, are independent of each other and therefore are non-singular. Matrix \([\Lambda]\) is also non-singular because of no repeated eigenvalues. As a result, matrix \([V]\) is indeed non-singular.

The upper half of \([\mu]\) is matrix \([\phi]\), i.e. the complex mode shape matrix. Matrix \([\Delta.]\) contains the complex eigenvalues. These eigenvalues can be converted to the natural frequencies and damping ratio. Assume the \(r\)th eigenvalue is in the form:

\[ \Delta_r = e^{\lambda_r \tau} = \alpha_r + j\beta_r \quad (9.38) \]

Combining this equation with equation (9.14) will lead to the solutions:

\[ n_r = -\frac{1}{2\tau} \ln(\alpha_r^2 + \beta_r^2) \quad (9.39) \]
\[ \omega_{dr} = \frac{1}{\tau} \tan^{-1} \frac{\beta_r}{\alpha_r} \quad (9.40) \]

From these solutions, we can derive the undamped natural frequency and damping ratio:

\[ \omega_r = \sqrt{\omega_{dr}^2 + n_r^2} \quad (9.41) \]
\[ \zeta_r = \frac{n_r}{\omega_r} \quad (9.42) \]

The solution approach of the ITD method can be summarized as:

1. record or generate free vibration responses in the form of displacement, velocity or acceleration;
2. sample the response data;
3. use the sampled free response data to construct matrices \([V]\) and \([W]\);
4. use these matrices to form a complex eigenvalue problem; and
5. solve the eigenvalue problem to identify modal data.
The ITD method involves intensive numerical analysis. Many methods have been proposed in the literature in order to reduce the effects of measurement noise and improve the accuracy of the identified modal data. One of the methods is to make better use of the existing measured data by introducing more sampling points. If we sample the measured data by \( m \) points \((m > 2N)\), then more system information will be used. In this case, both matrices \([V]\) and \([W]\) will be non-square. The inverse \([V]^{-1}\) in equation (9.37) can be replaced by the pseudo inverse. An alternative is to obtain the inverse using singular value decomposition.

One of the uncertainties in modal analysis of both frequency and time domain is the number of vibration modes involved. For frequency domain modal analysis, we may select a frequency range of interest at a time and decide the number of modes to analyse. There are a number of methods to help identify mode numbers. For time domain analysis, usually less confidence exists on assuming the number of modes. In fact, the free vibration response of a structure should theoretically contain information of an infinite number of vibration modes. In order to identify sufficient number of modes, pseudo measurement data can be created from the measured free response data. By selecting a time delay \( \tau' \) different to the shift \( \tau \), we can obtain the following set of data:

\[
\{X_j\} = \{X(t_j + \tau')\} = \{[\varphi_1]e^{\lambda_1 \tau'}, [\varphi_2]e^{\lambda_2 \tau'}, \ldots, [\varphi_{2N}]e^{\lambda_{2N} \tau'}\} \quad (9.43)
\]

This set of data is a pseudo measurement. It can be augmented to the real measurement to form a new set of ‘measurement’ data:

\[
\{\tilde{X}_j\} = \begin{bmatrix} \{X_j\} \\ \{X_j'\} \end{bmatrix} \quad (9.44)
\]

Using data \(\{\tilde{X}_j\}\) to replace \(\{X_j\}\) in the analysis described from equations (9.15) to (9.42) will lead to the identification of many numerical vibration modes as well as genuine modes. To distinguish the latter from the former, a modal confidence factor (MCF) can be defined. For a selected measurement point, if the modal constant of the \(i\)th mode identified is \(\varphi_i\) and for the same point it is identified as \(\bar{\varphi}_i\) with a time delay \(\Delta t\), theoretically we have:

\[
\bar{\varphi}_i = \varphi_i e^{\lambda_i \Delta t} \quad (9.45)
\]

When the identified mode is not a genuine one, this relationship does not hold. Therefore, the modal confidence factor can be defined as:

\[
MCF = \frac{|\bar{\varphi}_i|}{|\varphi_i e^{\lambda_i \Delta t}|} \quad (9.46)
\]

If the mode is a genuine one, \(MCF\) will be close to unity. Otherwise, it is likely the mode is a numerical one.
9.3 Random decrement method

The random decrement technique (Figure 9.1) was initially developed to extract free-decay response data from the response of a dynamic system subjected to random or ambient excitation. The random decrement method for modal analysis relies on the free-decay response data extracted to continue with modal data identification. This marks a main difference between this method and other time domain methods.

Figure 9.1 A flow chart of data process for the random decrement technique

Dynamic response of a linear structure subjected to random or ambient excitation contains free and forced responses. At time \( t + t_0 \), the response should consist of three parts: (1) the step response from the initial displacements at time \( t_0 \); (2) the IRF from the initial velocity at time \( t_0 \); and (3) the random response from the excitation applied to the structure in the period between \( t_0 \) and \( t + t_0 \). These three parts of the responses can be denoted in the following equation:

\[
x(t + t_0) = x(t + t_0)_{x(t_0)} + x(t + t_0)_{v(t_0)} + x(t + t_0)_{f(t)}
\] (9.47)

If we pick a constant time segment from the response history every time the response amplitude reaches a selected value \( X_0 \) (these segments are allowed to overlap), we obtain a number of response history segments of equal lengths and they all begin with the response amplitude \( X_0 \). Figure 9.2 shows some of the segments taken from a response history. The first segment begins at time \( t_1 \) and ends at \( (t_1 + \tau) \). The whole segment can be denoted as \( X_0(t_1 + \tau) \).

Figure 9.2 Segments taken from a response history

When these segments are averaged, an interesting outcome emerges. The average of \( N \) segments is denoted as \( \delta_N(\tau) \) and is given as:
As the number \( N \) increases, the part of the responses in each segment that corresponds to the initial velocity (impulse response) will be averaged out since the sign of the initial velocity appears alternatively. The random parts of each segment are also averaged out because of the random nature of the response, as shown in Figure 9.3. This is to assume that the average of the random response is zero—an assumption often being valid.

\[
\delta_N(\tau) = \frac{1}{N} \sum_{r=1}^{N} X_0(t_r + \tau)
\]

What is left after the average is the response due to the initial displacement step input. This output can be denoted \( \delta(\tau) \). It is known as the random decrement signature. The physical meaning of the random decrement signature can be explained. If we apply to a structure a constant load at coordinate \( j \), there will be a static local displacement. When the load is suddenly withdrawn, the response at the coordinate is that due to the initial displacement step input.

If we select the value \( X_0 \) to be zero, then a sufficient average of \( \delta_N(\tau) \) will yield the impulse response. This is the essential data for time domain modal analysis. This technique of deriving the impulse response from the response measured under ambient vibration excitation is the random decrement technique (Figure 9.3).

![Figure 9.3 Average of segments taken from a response history](image)

The above discussion is based on a single random response of a structure. To extract the free response of all measured coordinates, the random decrement technique needs to be applied to all the random responses. Take two random responses \( x_1(t) \) and \( x_2(t) \) as an example. Both are due to ambient random excitations to the measured
structure and measurements were synchronized. If the randomdec signatures of these responses are \( \delta^{(1)}(\tau) \) and \( \delta^{(2)}(\tau) \), then for a sufficiently large \( N \),

\[
\delta^{(1)}(\tau) = \frac{1}{N} \sum_{r=1}^{N} X_1(t_r + \tau) \tag{9.49}
\]

and

\[
\delta^{(2)}(\tau) = \frac{1}{N} \sum_{r=1}^{N} X_2(t_r + \tau) \tag{9.50}
\]

Assume we select the initial value of the response 1 to be \( X_1 \) in order to derive response segments from random response \( x_1(t) \). Then the randomdec signature of response \( x_1(t) \) is the free response at coordinate 1 due to the initial displacement input \( X_1 \). Since measurements \( x_1(t) \) and \( x_2(t) \) are synchronized, for each segment of random response \( x_2(t) \), there is a corresponding response segment (in the same time period) of random response \( x_2(t) \). The average of these segments is the free response at coordinate 2 due to the initial displacement input \( X_1 \) at coordinate 1. This process can be repeated on all measured coordinates. For a structure with \( m \) measurement coordinates, we can select an initial displacement \( X_j \) at coordinate \( j \), and sample the response history to derive the randomdec signature for the coordinate. At the same time, corresponding segments can be obtained from the response histories of all other coordinates. At the end, \( \delta^{(r)}(\tau) \) (\( r = 1, 2, \ldots, m \)) are the free decay responses of the structure at all coordinates due to the displacement input \( X_j \) at coordinate \( j \).

Now we will show analytically that the randomdec signatures of an MDoF system can be derived. For an \( N \) DoF system with random excitations, the equation of motion is given as:

\[
[M] \ddot{\mathbf{x}} + [C] \dot{\mathbf{x}} + [K] \mathbf{x} = \mathbf{f} \tag{9.51}
\]

If we define an operator \( \tilde{p}_{ij} \) as:

\[
\tilde{p}_{ij}(x) = m_{ij} \frac{dx_j}{dt^2} + c_{ij} \frac{dx_j}{dt} + k_{ij} x_j
\]

then the matrix equation of motion can be recast as:

\[
\begin{bmatrix}
\tilde{p}_{11} & \tilde{p}_{12} & \cdots & \tilde{p}_{1N} \\
\tilde{p}_{21} & \tilde{p}_{22} & \cdots & \tilde{p}_{2N} \\
\cdots & \cdots & \cdots & \cdots \\
\tilde{p}_{N1} & \tilde{p}_{N2} & \cdots & \tilde{p}_{NN}
\end{bmatrix}
\begin{bmatrix}
x_1 \\
x_2 \\
\vdots \\
x_N
\end{bmatrix}
= \begin{bmatrix}
f_1 \\
f_2 \\
\vdots \\
f_N
\end{bmatrix}
\tag{9.53}
\]

If we select an initial displacement of response \( x_r \), we can take \( L \) segments of the response as \( x_{jr}(\tau) \) (\( r = 1, 2, \ldots, L \)). We also have corresponding response segments from all other responses and all the inputs. For each segment, equation (9.53) holds. Therefore, we can average all \( L \) segments to form:

\[
\frac{1}{L} \sum_{r=1}^{N} \begin{bmatrix}
\tilde{p}_{11} & \tilde{p}_{12} & \cdots & \tilde{p}_{1N} \\
\tilde{p}_{21} & \tilde{p}_{22} & \cdots & \tilde{p}_{2N} \\
\cdots & \cdots & \cdots & \cdots \\
\tilde{p}_{N1} & \tilde{p}_{N2} & \cdots & \tilde{p}_{NN}
\end{bmatrix}
\begin{bmatrix}
x_{1r}(\tau) \\
x_{2r}(\tau) \\
\vdots \\
x_{Nr}(\tau)
\end{bmatrix}
= \frac{1}{L} \sum_{r=1}^{L} \begin{bmatrix}
f_{1r}(\tau) \\
f_{2r}(\tau) \\
\vdots \\
f_{Nr}(\tau)
\end{bmatrix}
\tag{9.54}
\]
Modal analysis methods – time domain

Since the excitations of the system are random signals with zero means, the right-hand side of the equation approaches zero with a sufficient number of averages. For the left-hand side, the operations of summation and differentiation can swap so that:

\[
\left( \frac{1}{L} \sum_{r=1}^{L} \tilde{p}_{ij}(x_{jr}(\tau)) \right) = \tilde{p}_{ij} \left( \frac{1}{L} \sum_{r=1}^{L} x_{jr}(\tau) \right)
\]

Therefore, equation (9.54) becomes:

\[
\begin{bmatrix}
\tilde{p}_{11} & \tilde{p}_{12} & \ldots & \tilde{p}_{1N} \\
\tilde{p}_{21} & \tilde{p}_{22} & \ldots & \tilde{p}_{2N} \\
\vdots & \vdots & \ddots & \vdots \\
\tilde{p}_{N1} & \tilde{p}_{N2} & \ldots & \tilde{p}_{NN}
\end{bmatrix}
\begin{bmatrix}
\delta_1(\tau) \\
\delta_2(\tau) \\
\vdots \\
\delta_N(\tau)
\end{bmatrix}
= \begin{bmatrix} 0 \\ 0 \\ \vdots \\ 0 \end{bmatrix}
\]

This equation is identical to the equation of motion of the system for free vibration. Thus, variables \( \delta_i(\tau) \) \((i = 1, 2, \ldots, N)\) are the free vibration responses due to a single initial displacement applied at coordinate \( j \).

Once the free decay or impulse responses of the structure are extracted from the random response measurements using the random decrement technique, time domain modal analysis methods can be used to derive the modal data.

9.4 ARMA time series method

The ARMA time series method is a system identification method. It can be used for modal analysis of a structure from measured random responses. The basic idea of time series analysis is to identify a system and predict its present and future response from the information of its past inputs and outputs. The ARMA model introduced in Chapter 2 suggests that a stationary random signal with zero means can be sampled at time \((t = 1, 2, \ldots)\) for samples \((x_1, x_2, \ldots)\). Here the subscripts of \( x \) and \( a \) denote the time of the sample. And these samples can be related by a finite difference equation as:

\[
x_t - \sum_{r=1}^{n} \phi_r x_{t-r} = a_t - \sum_{s=1}^{m} \theta_s a_{t-s} \quad n > m
\]

Here, \( a_{t-s} \) \((s = 1, 2, \ldots, m)\) is the random input series. \( n \) is the order of auto-regressive model and \( m \) is the order of the moving average model. \( \phi \) are auto-regressive coefficients and \( \theta \) are moving average coefficients. Understanding the physical meaning of the ARMA model is necessary in order to appreciate its application in modal analysis. The term \( \phi_r x_{t-r} \) in equation (9.57) signifies the weighted contribution of the historical sample \( x_{t-r} \) to the present response \( x_t \). The term \( \theta_s a_{t-s} \) represents the weighted contribution of the historical input \( a_{t-s} \) to the present response \( x_t \). Therefore, the ARMA model in equation (9.57) describes the input–output relationship of a measured structure. This is an alternative to other forms of input–output relationship functions such as the FRF and IRF.

The ARMA model in equation (9.57) can be derived from the FRF of a structure. From Chapter 6 we know that the transfer function of an \( N \) DoF dynamic system can be in the following form:
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\[
\alpha_{ij}(s) = \frac{x_i(s)}{a_j(s)} = \frac{b_0 + b_1 s + \ldots + b_{2N-2} s^{2N-2} t}{a_0 + a_1 s + \ldots + a_{2N} s^{2N}} \quad (9.58)
\]

Applying the \(z\)-transform to the transfer function will reveal the \(z\)-function:

\[
\alpha_{ij}(z) = \frac{x(z)}{a(z)} = \frac{\theta_0 + \theta_1 z^{-1} + \ldots + \theta_{2N-1} z^{-2N+1}}{1 + \phi_1 z^{-1} + \ldots + \phi_{2N} z^{-2N}} \quad (9.59)
\]

or \((1 + \phi_1 z^{-1} + \ldots + \phi_{2N} z^{-2N}) x(z) = (\theta_0 + \theta_1 z^{-1} + \ldots + \theta_{2N-1} z^{-2N+1}) a(z)\) \((9.60)\)

Upon using the inverse \(z\)-transform, equation \((9.60)\) can be converted to the time domain:

\[
x_t + \phi_1 x_{t-1} + \ldots + \phi_{2N} x_{t-2N} = a_t + \theta_1 a_{t-1} + \ldots + \theta_{2N-1} a_{t-2N+1} \quad (9.61)
\]

Taking the first \(n+1\) terms from the left-hand side and \(m+1\) terms from the right-hand side, and embedding negative signs into coefficients \(\phi_r (r = 1, 2, \ldots, n)\) and \(\theta_r (r = 1, 2, \ldots, m)\), equation \((9.61)\) becomes identical to equation \((9.57)\) for the ARMA model. However, for an \(N\) DoF system, the ARMA model in equation \((9.57)\) should be written as:

\[
x_t - \phi_1 x_{t-1} - \ldots - \phi_{2N} x_{t-2N} = a_t - \theta_1 a_{t-1} - \ldots - \theta_{2N-1} a_{t-2N+1} \quad (9.62)
\]

Modal analysis using the ARMA model involves the following steps: (1) identifying the auto-regressive coefficients \(\phi_r\); (2) identifying complex roots of a characteristic equation; (3) identifying modal parameters from the roots. For an \(N\) DoF system subjected to random inputs of zero means (so \(a_1 = 0\)), we know from the ARMA model that the response at time \(t\) is given as:

\[
x_t = \begin{cases} \{ -x_{t-1} \ldots -x_{t-2N} \} a_{t-1} \ldots a_{t-2N+1} \end{cases} \quad (9.63)
\]

Obviously, we do not have samples \(x_h (h < 0)\). If we sample the response \(x(t)\) and input \(a(t)\) from \(t = 2N + 1\) sequentially to \(t = 2N + L\) for a sufficiently large number \(L\), then equation \((9.63)\) can be used to construct a set of linear equations from where auto-regressive coefficients and moving average coefficients can be estimated. Knowing the moving average coefficients, the residues of the transfer function in equation \((9.58)\) can be identified.

The characteristic equation of the system is given as:

\[
1 + \phi_1 z^{-1} + \ldots + \phi_{2N} z^{-2N} = 0 \quad (9.64)
\]

With the estimated auto-regressive coefficients, equation \((9.64)\) can be used to identify roots \(z\) which come in complex conjugate pairs. These roots are related to the natural frequencies and damping ratios of the system. From the relationship between the Laplace transform and the \(z\)-transform we know that:
here $\Delta$ is sampling time resolution. Also the complex roots $s_r$ follow:

$$s_r = -\zeta \omega_r + j \sqrt{1 - \zeta^2} \omega_r$$  \hspace{1cm} (9.66)$$

$$s_r^* = -\zeta \omega_r - j \sqrt{1 - \zeta^2} \omega_r$$  \hspace{1cm} (9.67)$$

Therefore, the natural frequency and damping ratio of the $r$th mode can be estimated from:

$$\omega_r = \frac{1}{\Delta} \ln z_r \ln z_r^*$$  \hspace{1cm} (9.68)$$

and

$$\zeta = \frac{-\ln(z_r z_r^*)}{2 \omega_r \Delta}$$  \hspace{1cm} (9.69)$$

Selecting the optimal order for the ARMA model is crucial to the success of using the ARMA model for modal analysis.

\section*{9.5 Least-squares complex exponential (LSCE) method}

Least-squares complex exponential method is another time domain modal analysis method. It explores the relationship between the IRF of an MDoF system and its complex poles and residues through a complex exponential. By establishing the analytical links between the two, we can construct an AR model. The solution of this model leads to the establishment of a polynomial whose roots are the complex roots of the system. Having estimated the roots (thus the natural frequencies and damping ratios), the residues can be derived from the AR model for mode shapes. The IRF can be derived from the inverse Fourier transform of an FRF or from random decrement process.

The LSCE method begins with the transfer function of an MDoF system given in Chapter 6:

$$\alpha_{ij} = \sum_{r=1}^{N} \left( \frac{r A_{ij}}{s - s_r} + \frac{r A_{ij}^*}{s - s_r^*} \right)$$  \hspace{1cm} (9.70)$$

or

$$\alpha_{ij} = \sum_{r=1}^{2N} \frac{r A_{ij}}{s - s_r}$$ for $r > N: r A_{ij} = r A_{ij}^*; s_r = s_r^*$  \hspace{1cm} (9.71)$$

The inverse Laplace transform of this transfer function is the IRF given as:

$$h_{ij}(t) = \sum_{r=1}^{2N} r A_{ij} e^{s_r t}$$  \hspace{1cm} (9.72)$$

For simplicity, the subscript of the transfer function $ij$ is omitted from the following analysis. If this IRF is sampled at a series of equally spaced time intervals $k\Delta$ ($k = 0, 1, \ldots, 2N$), then we will have a series of sampled IRF data:

$$h(k\Delta) = \sum_{r=1}^{2N} r A_{ij} e^{s_r k\Delta}$$  \hspace{1cm} (9.73)$$
All these samples are real-valued data, although the residues $rA_{ij}$ and the roots $s_r$ are complex quantities. It is easy to show that all imaginary parts will cancel each other because of the complex conjugates for both $rA_{ij}$ and $s_r$. The next step is to estimate the roots and residues from the sampled data. This solution is aided by the conjugacy of the roots $s_r$, therefore $z_r$. Mathematically, this means that $z_r$ are roots of a polynomial with only real coefficients:

$$\beta_0 + \beta_1 z_r + \beta_2 z_r^2 + \ldots + \beta_{2N-1} z_r^{2N-1} + \beta_{2N} z_r^{2N} = 0$$

(9.75)

This equation is known as the Prony equation. The coefficients can be estimated from the samples of the IRF data. Since there are $2N + 1$ equalities in equation (9.74), we can multiply each equality with a corresponding coefficient $\beta$ and add all equalities together to form the following equation:

$$\sum_{k=0}^{2N} \beta_k h_k = \sum_{r=1}^{2N} \beta_k \sum_{r=1}^{2N} rA_{ij} z_r^k$$

(9.76)

or

$$\sum_{k=0}^{2N} \beta_k h_k = \sum_{r=1}^{2N} rA_{ij} \sum_{k=0}^{2N} \beta_k z_r^k$$

(9.77)

From equation (9.75) we know that the right-hand side of equation (9.77) becomes zero when $Z_r$ is a root of polynomial in equation (9.75). This will lead us to a simple relationship between the coefficients $\beta$ and the IRF samples, namely:

$$\sum_{k=0}^{2N} \beta_k h_k = 0$$

(9.78)

This equation offers a numerical way of estimating the $\beta$ coefficients. In equation (9.75) we can assign $\beta_{2N}$ to be one. Taking a set of $2N$ samples of IRF, one linear equation for $\beta$ is formed in equation (9.78). Taking $2N$ sets of $2N$ samples of IRF, we have $2N$ linear equations. The coefficients can be estimated from the linear simultaneous equations:

$$\begin{bmatrix}
  h_0 & h_1 & h_2 & \ldots & h_{2N-1} \\
  h_1 & h_2 & h_3 & \ldots & h_{2N} \\
  \vdots & \vdots & \vdots & \ddots & \vdots \\
  h_{2N-1} & h_{2N} & h_{2N+1} & \ldots & h_{4N-2}
\end{bmatrix}
\begin{bmatrix}
  \beta_0 \\
  \beta_1 \\
  \vdots \\
  \beta_{2N-1}
\end{bmatrix}
= \begin{bmatrix}
  h_{2N} \\
  h_{2N+1} \\
  \vdots \\
  h_{4N-1}
\end{bmatrix}$$

(9.79)

The selection of IRF data samples can vary provided that the $h$ elements in each row are evenly spaced in sampling and sequentially arranged. No two rows have identical $h$ elements. The number of rows in equation (9.79) can exceed the number of $\beta$ coefficients for the least-square solutions.

With known $\beta$ coefficients, equation (9.75) can be solved to yield the $z_r$ roots. These roots are related to the system complex natural frequencies $s_r$, as given in equation (9.74). Since the complex natural frequencies $s_r$ are determined by the undamped natural frequencies $\omega_r$ and damping ratios $\zeta_r$, as shown below:
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\[ s_r = -\zeta \omega_r + j \sqrt{1 - \zeta^2} \omega_r \]  
\[ s_r^* = -\zeta \omega_r - j \sqrt{1 - \zeta^2} \omega_r, \]

we can derive the natural frequency and damping ratio of the \( r \)th mode as:

\[ \omega_r = \frac{1}{\Delta} \sqrt{\ln z_r \ln z_r^*} \]  
\[ \zeta_r = \frac{-\ln (z_r z_r^*)}{2\omega_r \Delta} \]

To determine the mode shapes of the system from the IRF data, we can simply rewrite equation (9.74) in a new form as:

\[
\begin{bmatrix}
1 & 1 & \ldots & 1 \\
1 & 1 & \ldots & 1 \\
\vdots & \vdots & \ddots & \vdots \\
1 & 1 & \ldots & 1 \\
2^N & 2^N & \ldots & 2^N \\
1 & 1 & \ldots & 1 \\
2 & 2 & \ldots & 2 \\
\end{bmatrix}
\begin{bmatrix}
A_{ij} \\
2A_{ij} \\
\vdots \\
2^N A_{ij} \\
\end{bmatrix}
= \begin{bmatrix}
h_0 \\
h_1 \\
\vdots \\
h_{2N-1} \\
\end{bmatrix} \tag{9.84}
\]

The solution to this set of linear equations will yield the residues. Alternatively, we can first denote the complex natural frequency (already known by now) and the residues (unknown) by their real and imaginary parts:

\[ s_r = \alpha_r + i\beta_r \quad s_r^* = \alpha_r - i\beta_r \]  
\[ rA_{ij} = U_r + iV_r \quad rA_{ij}^* = U_r - iV_r \]

The sampled IRF data can now be expressed as:

\[ h_k = \left( 2 \sum_{r=1}^{N} e^{\alpha_r k\Delta} \cos(\beta_r k\Delta) \right) U_r - \left( 2 \sum_{r=1}^{N} e^{\alpha_r k\Delta} \sin(\beta_r k\Delta) \right) V_r \]  
\[ (9.89) \]

This is a linear equation for parameters \( U_r \) and \( V_r \). By taking \( N \) sets of \( N \) samples of IRF, we can form \( N \) linear equations from where these parameters are determined and so are the mode shapes. The procedure of the LSCE method can be illustrated in Figure 9.4.

The above analysis describes the main thrust of the LSCE method and its execution. The method can be improved by using more IRF data samples in equations (9.79), (9.84) and (9.89) with more sophisticated numerical techniques for solving linear simultaneous equations.

### 9.6 Summary of time domain modal analysis

The development of time domain modal analysis methods relies upon the progress of modern control theory. Theoretical and mathematical aspects of these methods are similar to that in system identification developed for modern control engineering. When applying modern control engineering to structural dynamics and modal analysis,
additional requirements are placed on vibration testing, data acquisition and signal processing, especially when dealing with large structures.

Traditional frequency domain modal analysis is based on frequency analysis theory. The physical interpretation of this modal analysis is usually evident. For example, an FRF exhibits resonances and anti-resonances of a test structure and the amount of damping for each vibration mode is evidenced by the sharpness of resonance peaks. There are developed techniques to combat measurement noise and other errors. For example, the average of records and application of windows are effective means of reducing random and systematic errors in FRF estimation. To obtain the response measurement for the estimation of FRF data, a structure normally needs to undergo excitations which are accurately measured. This type of measurement may require costly measurement equipment and a laboratory environment. It is not suitable for online measurement and analysis.

Time domain modal analysis is able to make use of vibration responses due to ambient excitations. This is a clear advantage over frequency domain modal analysis. The time responses obviously do not exhibit clear modal information such as resonances as FRF data do. Noise experienced in measurement is more a problem in time domain than in frequency domain because we do not have the luxury to utilize FRF data around resonances for better signal to noise ratio. Modes with less vibration energy at a measurement location can be inundated by noise and therefore disappear from analysis radar screen. This poses great demands on modal analysis methods to improve their algorithms in order to deliver accurate modal analysis results.

Ideally, time domain modal analysis requires data measured from all measurement points on a structure simultaneously. This avoids unnecessary phase difference among responses and ensures that all responses come from the same initial forcing conditions. In reality, it may not be practical to measure many channels of responses at the same time due to hardware limitations. One solution is to divide measurement points into groups. Each group can be analysed separately using the time domain modal analysis methods. By having one or more overlapping points between groups, it is possible later to scale all the mode shape data consistently.
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10.1 Introduction

In the last two chapters, we have studied several frequency domain and time domain modal analysis methods using test data acquired with single input and multi-output configuration. These methods are more applicable for small to medium structures. However, for many large structures such as aeroplanes, ships, missiles, offshore platforms, mining machines and space vehicles, single excitation input often fails to provide sufficient vibration energy in order to produce meaningful data. The response collected far from the excitation location vanishes. In general measured data have a less than satisfactory signal to noise ratio. Simple enlargement of the excitation strength could relegate vibration to a nonlinear range. When excitation is situated at a nodal point, a vibration mode becomes invisible. In addition, the FRF data used in modal analysis are just one column of the FRF matrix. This also limits the accuracy of modal analysis and hampers the ability to identify closely positioned vibration modes. Against this background, the multi-input multi-output (also known as MIMO) approach for modal analysis was developed.

MIMO modal analysis can be conducted both in frequency domain and in time domain. Frequency domain methods use measured FRF data for modal parameter identification while time domain methods use impulse response function data or vibration response data to establish the time domain model before identification proceeds.

In the frequency domain MIMO category, the poly-reference frequency domain method is one example. In the time domain MIMO category, there have been several methods available. Typically, there are the poly-reference complex exponential method, the direct parameter identification method and the eigensystem realization method. All MIMO methods are based on simultaneous and global identification. This makes it possible to obtain more consistent modal parameters and reduce human decision making during the analysis. Whether this automatically leads to more accurate modal data is application dependent.

For frequency domain MIMO methods, obtaining accurate FRF data is of paramount importance, as the accuracy of FRF data dictates the quality of the modal analysis outcome. The following section introduces several methods for estimating FRFs.
10.2 Estimation of FRFs for MIMO testing

For an MDoF structural system with $P$ input forces and $L$ output responses, the input and output spectra can be denoted respectively as $F_1(\omega)$, $F_2(\omega)$, \ldots, $F_P(\omega)$ and $X_1(\omega)$, $X_2(\omega)$, \ldots, $X_L(\omega)$. These spectra contain noise components. The noise spectra from the input sides are denoted as $M_1(\omega)$, $M_2(\omega)$, \ldots, $M_P(\omega)$ and that from the output sides as $N_1(\omega)$, $N_2(\omega)$, \ldots, $N_L(\omega)$. The noise free input and output spectra can be denoted as $U_1(\omega)$, $U_2(\omega)$, \ldots, $U_P(\omega)$ and $V_1(\omega)$, $V_2(\omega)$, \ldots, $V_L(\omega)$ respectively. These quantities can be grouped together using vector notations:

$$\{F\} = \{F_1(\omega), F_2(\omega), \ldots, F_P(\omega)\}^T$$  \hspace{1cm} (10.1)
$$\{X\} = \{X_1(\omega), X_2(\omega), \ldots, X_L(\omega)\}^T$$  \hspace{1cm} (10.2)
$$\{M\} = \{M_1(\omega), M_2(\omega), \ldots, M_P(\omega)\}^T$$  \hspace{1cm} (10.3)
$$\{N\} = \{N_1(\omega), N_2(\omega), \ldots, N_L(\omega)\}^T$$  \hspace{1cm} (10.4)
$$\{U\} = \{U_1(\omega), U_2(\omega), \ldots, U_P(\omega)\}^T$$  \hspace{1cm} (10.5)
$$\{V\} = \{V_1(\omega), V_2(\omega), \ldots, V_L(\omega)\}^T$$  \hspace{1cm} (10.6)

A MIMO system with all these quantities can be shown by Figure 10.1.

Figure 10.1 A diagram for a MIMO system

When no noise exists, the output of the system at the $i$th coordinate is:

$$X_i(\omega) = V_i(\omega) = \sum_j H_{ij}(\omega) F_j(\omega)$$  \hspace{1cm} (10.7a)
When the system has noise, however, the same response becomes:

\[
X_i(\omega) = V_i(\omega) + N_i(\omega) = \sum_j H_{ij}(\omega)(F_j(\omega) - M_j(\omega)) + N_i(\omega)
\]

\[
= \sum_j H_{ij}(\omega)F_j(\omega) + E_i(\omega)
\]

Here \(E_i(\omega)\) is the total measurement error at the \(i\)th point of the system which can comprise the input and output measurement errors caused by noise and test disturbance, signal processing errors such as truncation and leakage errors and nonlinearity induced errors. When using equation (10.7) to estimate the FRF, the accuracy is dictated by the assumption of error types and by how errors are quantified. If all possible errors are taken into account and the methods are found to minimize estimation errors, then a most accurate FRF estimate is possible. In reality, all errors are not included. In addition, accuracy and cost oppose each other. As a result, it is necessary to find the optimal FRF estimate to suit different scenarios.

### 10.2.1 No input noise – \([\hat{H}_i(\omega)]\) model

This estimation of FRF assumes that there is no input noise (so \(\{M\} = \{0\}\)) and the output noise does not correlate with the system input. The response will then consist of the genuine response due to force inputs and the noise as:

\[
\{X(\omega)\}_{L \times 1} = [H(\omega)]_{L \times P} \{F(\omega)\}_{P \times 1} + \{N(\omega)\}_{L \times 1}
\]

\[\text{(10.8)}\]

\[\text{Figure 10.2 A case of output noise only}\]

Post-multiplying both sides of the equation by \(\{F(\omega)\}^H\), the Hermitian transpose of the force vector, the expected values of the responses are in the form of power spectra:

\[
[G_{XF}(\omega)]_{L \times P} = [H(\omega)]_{L \times P} [G_{FF}(\omega)]_{P \times P} + [G_{NF}(\omega)]_{L \times P}
\]

\[\text{(10.9)}\]

Here, the power spectra are respectively:

\[
[G_{XF}(\omega)]_{L \times P} \quad \text{cross power spectrum of the input } F \text{ and output } X; \\
[G_{FF}(\omega)]_{P \times P} \quad \text{auto power spectrum of the input } F; \\
[G_{NF}(\omega)]_{L \times P} \quad \text{cross power spectrum of the input } F \text{ and noise } N.
\]

Where no correlation exists between the input \(F\) and the noise \(N\), the cross power spectrum \([G_{NF}(\omega)]\) becomes zero. This leads to an estimate of the FRF matrix:
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\[
[\hat{H}(\omega)]_{L\times P} = [G_{XF}(\omega)]_{L\times P} [G_{FF}(\omega)]_{P\times P}^{-1}
\]  

This estimate is known as \([\hat{H}_1(\omega)]\) for the FRF matrix. \([\hat{H}_1(\omega)]\) is the traditional estimate and mathematically it is an underestimate. This can be shown below using a single-input single-output (SISO) case for convenience. As we know that the input and output noise do not correlate with each other and nor do the noise with the genuine signals, we have the following spectra:

\[
\begin{align*}
G_{FF}(\omega) &= G_{UU}(\omega) + G_{MM}(\omega) \\
G_{XX}(\omega) &= G_{VV}(\omega) + G_{NN}(\omega) \\
G_{XF}(\omega) &= G_{VF}(\omega)
\end{align*}
\]  

(10.11)

If the true FRF without any noise is denoted as \(H(\omega)\), then:

\[
H(\omega) = \frac{G_{VF}(\omega)}{G_{UU}(\omega)}
\]  

(10.12)

while:

\[
\hat{H}_1(\omega) = \frac{G_{XF}(\omega)}{G_{FF}(\omega)} = \frac{1}{1 + \frac{G_{MM}(\omega)}{G_{UU}(\omega)}} H(\omega)
\]  

(10.13)

Obviously the estimate is less than the true FRF. Because of only including the output noise, \([\hat{H}_1(\omega)]\) is prone to error when the noise does exist. Near a vibration resonance where input forces decline dramatically because of impedance mismatch between the structure and the input sources, the signal to noise ratio drops considerably. As a result, the accuracy of the \([\hat{H}_1(\omega)]\) estimate is poor around resonances.

From equation (10.10) it is evident that the auto-power spectrum matrix of the input forces \([G_{FF}(\omega)]\) needs to be inverted in order to estimate the FRF. However, this matrix is not always invertible. There are several reasons why the matrix can become singular:

(1) When one of the input forces \(F_j(\omega)\) is zero, the \(j\)th row and column of matrix \([G_{FF}(\omega)]\) are full of zeros. The matrix is singular.

(2) When two or more input forces are completely dependent on each other, the rank of matrix \([G_{FF}(\omega)]\) is deficient.

(3) Numerical analysis may be hindered because of the ill-conditioning of matrix \([G_{FF}(\omega)]\).

Therefore, the success of the FRF matrix estimate \([\hat{H}_1(\omega)]\) depends primarily on the invertibility of the force spectrum matrix. In particular, it is essential to assure that input forces are not interdependent. For a MIMO system, a few types of coherence functions can be of great assistance to gaining confidence on the FRF estimates.

1. **Ordinary coherence function**

Ordinary coherence function is defined as the measure of the causal relationship between two signals with the presence of other signals. For a MIMO system, the
coherence function is identical to that for a SISO system. For the $i$th output and the $j$th input, the ordinary coherence function is formulated as:

$$\gamma_{ij}^2 = \frac{|G_{XF}(i,j)|^2}{G_{FF}(j,j)G_{XX}(i,i)}$$  \hspace{1cm} (10.14)$$

When the coherence function is equal to one, two signals are completely related. If the coherence function between two input signals is one, the two inputs are completely related. This would hinder the estimation of the FRF matrix.

2. **Partial coherence function**

Because of the reaction of the test structure or coupling among excitation sources, an input signal of a MIMO system is affected by other input sources. The partial coherence function is defined as the coherence function between an input and an output, or between two inputs, or between two outputs after the cross-influence among input signals is removed (these ‘refined’ input signals are referred to as the ‘conditioned’ signals). Assume the spectra of the inputs are $F_1(\omega), F_2(\omega), \ldots, F_P(\omega)$. Eliminate from spectrum $F_2(\omega)$ the influence of $F_1(\omega)$:

$$F_2^1(\omega) = F_2(\omega) - H_{21}F_1(\omega)$$ \hspace{1cm} (10.15)$$

Here, $H_{21}(\omega) = \frac{G_{F_1F_2}(\omega)}{G_{F_1F_1}(\omega)}$ is the nominal FRF between two forces. $F_2^1(\omega)$ represents the force spectrum $F_2(\omega)$ after the influence of $F_1(\omega)$ is removed. Likewise, we can derive $F_3^1(\omega), F_4^1(\omega)$ till $F_P^1(\omega)$. As the ordinary coherence function between $F_1(\omega)$ and $F_2(\omega)$ is defined as:

$$\gamma_{12}^2 = \frac{|G_{F_1F_2}|^2}{G_{F_1F_1}G_{F_2F_2}}$$ \hspace{1cm} (10.16)$$

the auto-power spectrum of $F_2^1(\omega)$ can be derived from equation (10.15) as:

$$G_{F_2^1F_2^1} = G_{F_2F_2} - \frac{|G_{F_1F_2}|^2}{G_{F_1F_1}} = G_{F_2F_2}(1 - \gamma_{12}^2)$$ \hspace{1cm} (10.17)$$

If the coherence function $\gamma_{12}^2$ is close to zero, then the forces $F_1(\omega)$ and $F_2(\omega)$ are almost uncorrelated. Having refined $F_2(\omega)$ from the influence of $F_1(\omega)$, spectrum $F_2^1(\omega)$ can be used to refine forces $F_3^1(\omega)$ and the subsequent forces.

$$F_3^2(\omega) = F_3^1(\omega) - H_{32}F_2^1(\omega)$$ \hspace{1cm} (10.18)$$

Here, $H_{32}(\omega) = \frac{G_{F_2F_3}(\omega)}{G_{F_1F_2}(\omega)}$ is the nominal FRF between forces 3 and 2. The partial coherence between them is defined as:

$$(\gamma_{23}^2)^1 = \frac{|G_{F_2^1F_3}|^2}{G_{F_2^1F_2}G_{F_3^1F_3}}$$ \hspace{1cm} (10.19)$$
The auto-power spectrum of $F_3^2(\omega)$ can be derived from:

$$G_{F_3^2 F_3^2} = G_{F_3^1 F_3^1} - \frac{|G_{F_3^1 F_3^2}|^2}{G_{F_3^1 F_3^1}} = G_{F_3^1 F_3^1}(1 - (\gamma_{23}^2)^1) \quad (10.20)$$

To continue this process, the general formula for the partial coherence function can be derived as:

$$(\gamma_{(k+1)(k+2)}^2)^k = \frac{|G_{F_{(k+1)}^k F_{(k+2)}^k}|^2}{G_{F_{(k+1)}^k F_{(k+1)}^k} G_{F_{(k+2)}^k F_{(k+2)}^k}} \quad k = 1, 2, \ldots, (p - 2) \quad (10.21)$$

If $(\gamma_{(k+1)(k+2)}^2)^k$ is equal to one, then the input forces $F_{(k+1)}^k(\omega)$ and $F_{(k+2)}^k(\omega)$ are correlated.

A different method of detecting the correlation between input forces is to use the eigenvalue decomposition of the input spectrum matrix $[G_{FF}(\omega)]$. Assume $F'_1(\omega), F'_2(\omega), \ldots, F'_P(\omega)$ denote the auto-spectra of ‘P’ independent input forces. The force spectra from measurement can be expressed as a linear combination of them such that:

$$[F_1(\omega) F_2(\omega) \ldots F_P(\omega)] = [F'_1(\omega) F'_2(\omega) \ldots F'_P(\omega)][Q] \quad (10.22)$$

where matrix $[Q]$ is a complex matrix with dimension $P \times P$. The eigenvalue decomposition of matrix $[G_{FF}(\omega)]$ becomes:

$$[G_{F'F'}(\omega)] = [Q]^H [G_{FF}(\omega)][Q] \quad (10.23)$$

Here, $[G_{F'F'}(\omega)]$ is a diagonal matrix. Its diagonal elements are called principal power spectra of the input forces and they follow the orthogonality:

$$G_{F_i^i F_j^j}(\omega) = \begin{cases} F_i^i * F_j^j & i = j \\ 0 & i \neq j \end{cases} \quad (10.24)$$

Matrix $[G_{F'F'}(\omega)]$ is the eigenvalue matrix for $[G_{FF}(\omega)]$ while matrix $[Q]$ is its eigenvector matrix. Since $[G_{FF}(\omega)]$ is a Hermitian matrix, its eigenvectors are independent. As a result, matrix $[Q]$ is non-singular. When some eigenvalues of $[G_{FF}(\omega)]$ are zeros, $[Q]$ becomes singular. This means when the principal power spectra of the input forces are minute, some input forces are correlated. Therefore, the estimates of the principal power spectra of the input forces are indicative of the correlation among forces.

### 3. Multiple coherence function

The multiple coherence function describes the linear and causal links between one output signal and all known input signals. It can be used to evaluate the influence of unknown inputs to an output. These unknown inputs may be measurement noise, energy leakage or nonlinearity. Every output has a multiple coherence. If it is equal to one, the output is correlated with all inputs. If it is equal to zero, the output is due to unknown inputs such as noise.
Multiple coherence is defined as the ratio between two power spectra. They are the cross power spectra between the output and the known inputs and the auto-power spectrum of the output. Physically, this ratio means the proportion of the output signal due to the known inputs.

\[
\gamma^2_{XF} = \frac{\sum_{j=1}^{P} H_{ij} G_{X_iF_j}}{G_{X_iX_i}} = 1 - \frac{(G_{N_iN_i})_{\text{min}}}{G_{X_iX_i}}
\]

Equation (10.25) is a least square outcome based on the model of no input noise. With the presence of input and output noises, the equation will assume a different form.

In order to be able to calculate the multiple coherence using input cross power spectra and output auto-power spectra, we can define an augmented matrix of cross power spectra for the \( i \)th output as:

\[
\begin{bmatrix}
G_{X_iX_i} & G_{X_iF_1} & G_{X_iF_2} & \cdots & G_{X_iF_p} \\
G_{F_1X_i} & G_{F_1F_1} & G_{F_1F_2} & \cdots & G_{F_1F_p} \\
G_{F_2X_i} & G_{F_2F_1} & G_{F_2F_2} & \cdots & G_{F_2F_p} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
G_{F_pX_i} & G_{F_pF_1} & G_{F_pF_2} & \cdots & G_{F_pF_p}
\end{bmatrix}
\]

(10.26a)

The lower right part of the matrix is the force cross-spectrum matrix for input forces which can be denoted as:

\[
\begin{bmatrix}
G_{F_1F_1} & G_{F_1F_2} & \cdots & G_{F_1F_p} \\
G_{F_2F_1} & G_{F_2F_2} & \cdots & G_{F_2F_p} \\
\vdots & \vdots & \ddots & \vdots \\
G_{F_pF_1} & G_{F_pF_2} & \cdots & G_{F_pF_p}
\end{bmatrix}
\]

(10.26b)

From equation (10.25) we derive:

\[
G_{X_iX_i} = \sum_{j=1}^{P} H_{ij} G_{X_iF_j} + G_{N_iN_i}
\]

(10.27)

Substituting this into equation (10.26a) and calculating its determinant leads to:

\[
\begin{bmatrix}
G_{X_iFF}
\end{bmatrix} = G_{N_iN_i} \begin{bmatrix}
G_{FF}
\end{bmatrix}
\]

(10.28)

The multiple coherence function can now be derived from:

\[
\gamma^2_{XF} = 1 - \frac{\begin{bmatrix}
G_{X_iFF}
\end{bmatrix}}{G_{X_iX_i} \begin{bmatrix}
G_{FF}
\end{bmatrix}}
\]

(10.29)

### 10.2.2 No output noise – \([\hat{H}_2(\omega)]\) model

When using this model to estimate the FRF matrix, it is assumed that no output noise exists, as shown in Figure 10.3. The input noise is not correlated with the output. The
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input and output spectra follows:

\[
[X(\omega)] = [H(\omega)]([F(\omega)] - [M(\omega)])
\] (10.30)

Post-multiplying the equation by \([X(\omega)]^H\), the expected response estimate becomes:

\[
[G_{XX}(\omega)] = [H(\omega)][F_{FX}(\omega)]
\] (10.31)

This yields the new estimate of the FRF matrix as:

\[
[H_2(\omega)] = [G_{XX}(\omega)][F_{FX}(\omega)]^{-1}
\] (10.32)

This solution is correct only when the matrix inverse in the equation exists. When the number of excitation ‘P’ is less than that of the response points ‘L’, inverse \([F_{FX}(\omega)]^{-1}\) does not exist. A pseudo inverse has to be used to derive the FRF matrix.

It can also be shown using the SISO case that \([H_2(\omega)]\) is an overestimate of the FRF. For a single input \(f\) and single output \(x\), the FRF is estimated as:

\[
H_2(\omega) = \frac{G_{XX}(\omega)}{G_{FX}(\omega)} = \frac{G_{VV}(\omega) + G_{NN}(\omega)}{G_{UV}(\omega)}
\]

\[
= \frac{G_{VV}(\omega)}{G_{UV}(\omega)} \left(1 + \frac{G_{NN}(\omega)}{G_{VV}(\omega)}\right) = H(\omega) \left(1 + \frac{G_{NN}(\omega)}{G_{VV}(\omega)}\right)
\] (10.33)

This shows that \(H_2(\omega)\) is an overestimate of the correct FRF \(H(\omega)\). The same observation applies to the MIMO case.

Estimate \([H_2(\omega)]\) is sensitive to the output noise. It is particularly inaccurate when anti-resonances occur with minimum responses. However, it gives an accurate estimate around resonance frequencies. This is important for modal analysis since many methods rely on the FRF data at the vicinity of resonances.

When both the input and the output noise exist, both \([H_1(\omega)]\) and \([H_2(\omega)]\) are biased estimates. Their accuracy depends on signal to noise ratios of the inputs and outputs. Generally, \([H_2(\omega)]\) provides accurate estimates around resonances while \([H_1(\omega)]\) are more accurate around anti-resonances and minima. It can be shown that:

\[
|H_2(\omega)| \geq |H(\omega)| \geq |H_1(\omega)|
\] (10.34)
10.2.3 Both input and output noise – \([\hat{H}_3(\omega)], [\hat{H}_4(\omega)], [\hat{H}_v(\omega)], [\hat{H}_s(\omega)]\) models

When both the input and output noise are considered, it is logical to attempt to find the estimate of the FRF \([H(\omega)]\) from an average of the two models \([\hat{H}_1(\omega)]\) and \([\hat{H}_2(\omega)]\). Depending on the type of the average, there will be different estimates. Using the SISO notations again we have the following.

1. **Arithmetical average**

\[
\hat{H}_3(\omega) = \frac{1}{2}(\hat{H}_1(\omega) + \hat{H}_2(\omega)) = \frac{1}{2} \left( \frac{1}{1 + \frac{G_{MM}}{G_{UU}}} + \left( 1 + \frac{G_{NN}}{G_{VV}} \right) \right) \quad (10.35)
\]

2. **Geometrical average**

\[
\hat{H}_4(\omega) = \sqrt{\hat{H}_1(\omega) \hat{H}_2(\omega)} = H(\omega) \sqrt{1 + \frac{G_{NN}}{G_{VV}}} \quad (10.36)
\]

It is easy to show that:

\[
|\hat{H}_2(\omega)| \geq |\hat{H}_3(\omega)| \geq |\hat{H}_4(\omega)| \geq |\hat{H}_1(\omega)| \quad (10.37)
\]

3. **\(\hat{H}_v(\omega)\) estimate for a MIMO system**

The FRF matrix of a MIMO system can also be estimated using the least square principle to minimize an error matrix. Like before, assume there are ‘P’ input forces and ‘L’ output responses. Then,

\[
[X]_{L \times 1} - [N]_{L \times 1} = [H]_{L \times P} ([F]_{P \times 1} - [M]_{P \times 1}) \quad (10.38)
\]

Saving the subscripts, the equation can be recast as:

\[
[X] - [H][F] = [N] - [H][M] \quad (10.39)
\]

Post-multiplying both sides with their Hermitian transpose leads to:

\[
([X] - [H][F])([X] - [H][F])^H = ([N] - [H][M])([N] - [H][M])^H \quad (10.40)
\]

Using power spectra, the equation can be expressed as:

\[
[-[I][H]] \begin{bmatrix} [G_{XX}] & [G_{XF}] \\ [G_{FX}] & [G_{FF}] \end{bmatrix} \begin{bmatrix} -[I] \\ [H]^H \end{bmatrix} = [G_{NN}] + [H][G_{MM}][H]^H - [N][H][M]^H - [H][G_{MN}] \quad (10.41)
\]

Since the input noise is unrelated to the output noise, the last two terms of the equation will become zero. This leads to:
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\[ \begin{bmatrix} \begin{bmatrix} G_{XX} & G_{XF} \\ G_{FX} & G_{FF} \end{bmatrix} \end{bmatrix} \begin{bmatrix} -[I] \\ \end{bmatrix} = \begin{bmatrix} G_{NN} + [H][G_{MM}][H]^H \end{bmatrix} \quad (10.42) \]

Assume the input and output noises are of comparable power (i.e. \( G_{MM} = G_{NN} \)), then their auto-spectra can be seen as equal to each other. This leads to a recast of equation (10.42) into:

\[ \begin{bmatrix} \begin{bmatrix} G_{XX} & G_{XF} \\ G_{FX} & G_{FF} \end{bmatrix} \end{bmatrix} \begin{bmatrix} -[I] \\ \end{bmatrix} \begin{bmatrix} [H]^H \end{bmatrix} \begin{bmatrix} \end{bmatrix} = \begin{bmatrix} G_{NN} \end{bmatrix} \begin{bmatrix} \end{bmatrix} \begin{bmatrix} \end{bmatrix} \quad (10.43) \]

Namely, we have the following formula for the noise spectrum matrix:

\[ G_{NN} = [\Delta]^H [G][\Delta][[\Delta]^H[\Delta]]^{-1} \quad (10.44) \]

\[ G = \begin{bmatrix} \begin{bmatrix} G_{XX} & G_{XF} \\ G_{FX} & G_{FF} \end{bmatrix} \end{bmatrix} \quad \text{and} \quad [\Delta] = \begin{bmatrix} -[I] \\ \end{bmatrix} \begin{bmatrix} [H]^H \end{bmatrix} \begin{bmatrix} \end{bmatrix} \quad (10.45, 46) \]

Mathematically, the optimal estimate of the FRF matrix should coincide with the minimum trace of the noise spectrum matrix. The trace is the sum of the smallest eigenvalues and matrix \([\Delta]\) consists of the eigenvectors of these smallest eigenvalues. Therefore,

\[ \min(Tr[G]) = \sum_{r=P+1}^{P+L} \lambda_r \quad (10.47) \]

From the eigenvalue decomposition of matrix \([G]\), we can obtain \((P + L)\) eigenvalues \(\lambda_r\) and eigenvector \(\Delta_r\) \((r = 1, 2, \ldots, P + L)\). Taking the smallest \(L\) eigenvalues and their corresponding eigenvectors to form matrix \([\Delta]\) which has dimension of \((P + L) \times L\). Its upper part is an \(L \times L\) identity matrix and the lower part an \(P \times L\) \([H]^H\) matrix. The complex conjugate of matrix \([H]^H\) yields an estimate of the FRF matrix known as \(\hat{H}_\nu(\omega)\). This estimate takes into account both the input and output noise and is derived from an overall least square sense. It is expected to be more accurate than the \(\hat{H}_1(\omega)\) and \(\hat{H}_2(\omega)\) estimates.

For a case study, assume the input and output noise vary within 0% and 20%, equations (10.13), (10.33) and (10.47) can be used to estimate the errors in estimating the FRF. Tables 10.1, 10.2 and 10.3 show the outputs of numerical studies using different FRF estimates with prescribed errors.

These tables show that the output noise has no effect on the \(\hat{H}_1(\omega)\) estimate. The input noise has no effect on the \(\hat{H}_2(\omega)\) estimate. With the same noise level, \(\hat{H}_\nu(\omega)\) offers the most accurate estimate.

4. \(\hat{H}_\xi(\omega)\) estimate

The \(\hat{H}_\xi(\omega)\) is another model for estimating the FRF of a system. Like the \(\hat{H}_\nu(\omega)\) model, the \(\hat{H}_\xi(\omega)\) estimate also considers both the input and the output noise. Using a SISO case, the signals are as shown in Figure 10.4.
Table 10.1 $\hat{H}_1(\omega)$ estimate with different noise levels

<table>
<thead>
<tr>
<th>$\hat{H}_1(\omega)$ estimate</th>
<th>Input noise</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.0%</td>
</tr>
<tr>
<td>Output noise</td>
<td></td>
</tr>
<tr>
<td>0.0%</td>
<td>0.0</td>
</tr>
<tr>
<td>10.0%</td>
<td>0.0</td>
</tr>
<tr>
<td>20.0%</td>
<td>0.0</td>
</tr>
</tbody>
</table>

Table 10.2 $\hat{H}_2(\omega)$ estimate with different noise levels

<table>
<thead>
<tr>
<th>$\hat{H}_1(\omega)$ estimate</th>
<th>Input noise</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.0%</td>
</tr>
<tr>
<td>Output noise</td>
<td></td>
</tr>
<tr>
<td>0.0%</td>
<td>0.0</td>
</tr>
<tr>
<td>10.0%</td>
<td>10.0</td>
</tr>
<tr>
<td>20.0%</td>
<td>20.0</td>
</tr>
</tbody>
</table>

Table 10.3 $\hat{H}_\nu(\omega)$ estimate with different noise levels

<table>
<thead>
<tr>
<th>$\hat{H}_1(\omega)$ estimate</th>
<th>Input noise</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.0%</td>
</tr>
<tr>
<td>Output noise</td>
<td></td>
</tr>
<tr>
<td>0.0%</td>
<td>0.0</td>
</tr>
<tr>
<td>10.0%</td>
<td>4.9</td>
</tr>
<tr>
<td>20.0%</td>
<td>9.5</td>
</tr>
</tbody>
</table>
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\[ X(\omega) - N(\omega) = H(\omega)(F(\omega) - M(\omega)) \]  \hspace{1cm} (10.48)

This equation can also be simplified into:

\[ HM - N = HF - X \]  \hspace{1cm} (10.49)

Post-multiplying each side with its Hermitian transpose and assuming the input and output noise are not correlated will lead to the following error equation:
\[ \sum_{NN}^H + HH^H \sum_{MM}^H = \sum(HF - X)(HF - X)^H \]  \hspace{1cm} (10.50)

Usually, \(\sum_{NN}^H \neq \sum_{MM}^H\). Equation (10.50) cannot be used for a least square minimization. However, a scaling factor \(S\) between these two error terms can be defined that to facilitate the minimization process.

\[ S^2 = \frac{\sum_{NN}^H}{\sum_{MM}^H} \]  \hspace{1cm} (10.51)

or

\[ X - N = SH(F - M) \]  \hspace{1cm} (10.52)

Equation (10.50) can then be written as:

\[ S^2 \sum_{MM}^H + HH^H S^2 \sum_{MM}^H = \sum(HSF - X)(HSF - X)^H \]  \hspace{1cm} (10.53)

This leads to the estimation of the error term:

\[ \sum_{MM}^H = \frac{\sum(HSF - X)(HSF - X)^H}{(1 + HH^H)S^2} \]  \hspace{1cm} (10.53)

Minimizing this error term for the elimination of the FRF \(H\) will lead to:

\[ S \sum X^H FH^2 + (S^2 \sum FF^H - \sum XX^H)H + S \sum F^HX = 0 \]  \hspace{1cm} (10.54)

From here we can arrive at the new estimate for FRF:

\[ \hat{H}_s = -\frac{(S^2 \sum FF^H - \sum XX^H) + \sqrt{(S^2 \sum FF^H - \sum XX^H)^2 + 4S^2 \sum X^H F \sum F^HX}}{2S \sum X^H F} \]  \hspace{1cm} (10.55)

### 10.3 Frequency domain poly-reference modal analysis method

The frequency domain poly-reference method utilizes the FRF data from MIMO testing to identify the modal parameters of the test structure. Since the method processes all the input and output signals simultaneously, the identification can be more accurate and consistency among the derived modal parameters preserved. There are several modal analysis methods that can be categorized as poly-reference methods. In the following, one of them is introduced.

The motion of a general MDoF system subjected to external forces is governed by:

\[ [M]_{N \times N} \{ \dot{X} \}_{N \times 1} + [C]_{N \times N} \{ \ddot{X} \}_{N \times 1} + [K]_{N \times N} \{ X \}_{N \times 1} = \{ F \}_{N \times 1} \]  \hspace{1cm} (10.56)

For \(P\) excitation forces, the impulse response matrix of the system is derived as:

\[ [\bar{H}(t)] = [\Psi]e^{[\Lambda]t} [L] \]  \hspace{1cm} (10.57)

Here, \([\Psi]\) is an \(N \times 2N\) complex mode shape matrix. \([\Lambda]\) is a \(2N \times 2N\) complex eigenvalue matrix. \([L]\) is a \(2N \times P\) mode participation matrix while \(N\) is the number of DoFs of the system.
The Laplace transform of the left-hand side of equation (10.57) is the FRF matrix \( \alpha(s) \). This leads to:

\[
[\alpha(s)] = [\Psi](s[I] - [\Lambda])^{-1}[L] \tag{10.58}
\]

Denote a new matrix:

\[
[T(s)] = (s[I] - [\Lambda])^{-1}[L], \tag{10.59}
\]

then equation (10.58) becomes:

\[
[\alpha(s)] = [\Psi][T(s)] \tag{10.60}
\]

The corresponding mobility matrix can be written as:

\[
[Y(s)] = s[\alpha(s)] - \left[ \bar{h}(t) \right]_{t=0} = s[\alpha(s)] - [\Psi][L]
\]

\[
= s[\Psi][T(s)] - [\Psi](s[I] - [\Lambda])[T(s)] = [\Psi][\Lambda][T(s)]
\tag{10.61}
\]

Thus, we can construct the following equation:

\[
\begin{bmatrix}
[\alpha(s)] \\
 s[\alpha(s)]
\end{bmatrix}_{2N \times P}
- \begin{bmatrix}
[0] \\
 [\Psi][L]
\end{bmatrix}_{2N \times P} = \begin{bmatrix}
[\Psi] \\
 [\Psi][\Lambda]
\end{bmatrix}_{2N \times P} [T(s)]
\tag{10.62}
\]

This equation can be simplified as:

\[
\begin{bmatrix}
[\alpha(s)] \\
 [Y(s)]
\end{bmatrix} = \begin{bmatrix}
[\Psi] \\
 [\Psi][\Lambda]
\end{bmatrix}_{2N \times N} [T(s)]
\tag{10.63}
\]

Here, \([Y(s)]\) is the mobility transfer function. Now let us derive the solution for the eigenvalue matrix \([\Lambda]\) and eigenvector matrix \([\Psi]\) of the system. The eigenvalue problem is as:

\[
[A][\Psi] - [\Psi][\Lambda] = [0] \tag{10.64}
\]

where matrix \([A]\) is unknown but can be constructed using measured FRF data. First, let us convert equation (10.64) into:

\[
\{[A] - [I]\}_{N \times 2N} \begin{bmatrix}
[\Psi] \\
 [\Psi][\Lambda]
\end{bmatrix}_{2N \times N} = [0] \tag{10.65}
\]

Post-multiplying the equation by the transformation matrix \([T(s)]\) and using the conclusion given by equation (10.62) leads to:

\[
\{[A] - [I]\} [T(s)] = \{[A] - [I]\} \begin{bmatrix}
[\alpha(s)] \\
 s[\alpha(s)] - [\Psi][L]
\end{bmatrix} = [0] \tag{10.66}
\]

Denote \([B] = [\Psi][L]\), equation (10.66) becomes:

\[
[A][\alpha(s)] = s[\alpha(s)] - [B] \tag{10.67}
\]

Let \(s = -j\omega\), then equation (10.67) becomes:

\[
[A][\alpha(j\omega)] = -j\omega[\alpha(j\omega)] - [B] \tag{10.68}
\]

This equation can be used ‘\(m\)’ times for ‘\(m\)’ measured frequency points such that:
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\[
\begin{align*}
[A][\alpha(j\omega_1)] &= -j\omega_1[\alpha(j\omega_1)] - [B] \\
[A][\alpha(j\omega_2)] &= -j\omega_2[\alpha(j\omega_2)] - [B] \\
&\quad \vdots \\
[A][\alpha(j\omega_m)] &= -j\omega_m[\alpha(j\omega_m)] - [B]
\end{align*}
\]

These equations can be combined to form the following matrix equation:

\[
[[A] + [B]]_{N\times(N+P)} \begin{bmatrix} [\alpha(j\omega_1)] & [\alpha(j\omega_2)] & \ldots & [\alpha(j\omega_M)] \\ [I] & [I] & \ldots & [I] \end{bmatrix} = 
\begin{bmatrix} -j\omega_1[\alpha(j\omega_1)] - j\omega_2[\alpha(j\omega_2)] \ldots - j\omega_m[\alpha(j\omega_m)] \end{bmatrix}
\]

From here it is possible to estimate matrices \([A]\) and \([B]\) using pseudo matrix inverse. Matrices \([A]\) and \([B]\) can then be substituted into equation (10.65) so that system eigenvalues and eigenvectors can be calculated.

For a real structure, within the measurement frequency range, the number of modes \(n_e\) is usually smaller than the modes derived from analytical modelling. When the number of measurement locations \(n\) is larger than \(2n_e\), \([A]\) and \([B]\) obtained from equation (10.70) will often yield computational modes later. In addition, when \(n\) becomes excessively larger, the process of determining \([A]\) and \([B]\) may be ill-conditioned. To avert these problems, a matrix decomposition can be used to reduce the measured FRF matrix \([\alpha(j\omega)]_{n\times p}\) into \([\tilde{\alpha}(j\omega)]_{n_e\times p}\). Assume there exists a matrix transformation such that:

\[
[\alpha(j\omega)]_{n\times p} = [Q]_{n_e\times n}[\alpha(j\omega)]_{n	imes p}
\]

then we can define a deviation matrix as:

\[
[SP] = \sum_{i=1}^{m} \text{Re} ([\alpha(j\omega_i)][\alpha(j\omega_i)]^H)_{n\times n}
\]

The singular decomposition of matrix \([SP]\) leads to:

\[
[SP] = [U]^T [\Sigma][U]
\]

where the singular matrix will be a diagonal matrix with descending singular values:

\[
[\Sigma] = \text{diag} [\sigma_1, \sigma_2, \ldots, \sigma_{n_e}, 0, \ldots, 0]
\]

The first \(n_e\) vector in matrix \([U]\) that corresponds to the first \(n_e\) singular values will form matrix \([Q]\) in equation (10.71). Having derived matrix \([Q]\), the equation becomes:

\[
[\tilde{\alpha}(j\omega)] = [Q][\alpha(j\omega)] = [Q][\Psi]e^{[\Lambda]j[L]} = [\tilde{\Psi}]e^{[\Lambda]j[L]}
\]

Matrix \([\tilde{\Psi}] (=[Q][\Psi])\) is an \(n_e \times n_e\) matrix that contains \(n_e\) effective modes.

To summarize, the procedure of the frequency domain poly-reference method is as follows:

1. Select an FRF estimation model and from measurement data construct the FRF matrix \([\alpha(j\omega)]\).
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(2) Use equation (10.73) to estimate matrix $[SP]$, find its singular value decomposition (SVD) to determine matrix $[Q]$.

(3) Use $[\alpha(j\omega)]$ to replace $[\alpha(j\omega)]$ in equation (10.70) to derive matrices $[A]$ and $[B]$.

(4) Derive eigenvalue matrix $[\Lambda]$ and eigenvector matrix $[\Psi]$.

(5) From the transformation derive the eigenvector matrix $[\Psi]_{n \times n}$.

(6) Compute the natural frequency and damping ratio from the diagonal elements of the eigenvalue matrix $[\Lambda]$ as:

$$\omega_r = \sqrt{(\text{Re}(\lambda_r))^2 + (\text{Im}(\lambda_r))^2} \quad \text{and} \quad \zeta_r = -\frac{\text{Re}(\lambda_r)}{\omega_r}$$

(7) Derive the modal participation matrix from $[L] = [B][\Psi]^{-1}$.

10.4 Time domain global modal analysis method

The time domain global modal analysis method makes use of the free vibration or impulse responses of an MDoF system to identify its modal parameters. Since the identification is for the whole system simultaneously, the modal parameters usually show good consistency and the overall accuracy is contented. There are three steps involved in implementing this method. They are respectively: (1) establishment of a mathematical model; (2) estimation of the coefficient matrix; and (3) identification of modal parameters.

10.4.1 Establishment of a mathematical model

The first step is to establish a workable mathematical model from measured data. For an $N$ DoF linear and time-invariant system, assume the response is measured from all $N$ coordinates and independent excitations are applied at $P$ coordinates ($P < N$). The system governing the equation of motion can be written as:

$$\{\dot{X}\}_{N \times 1} + [M]_{N \times N}^{-1} [C]_{N \times N} \{\dot{X}\}_{N \times 1} + [D]_{N \times P} [F]_{P \times 1} = \{X\}_{N \times 1}$$

(10.76)

Here, $[D]$ is a load distribution matrix. Sampling all inputs and outputs with time step $\Delta$, we can obtain both the input and output time series $\{F_k\}$ and $\{X_k\}$ ($k = 0, 1, 2, \ldots$). Thus, equation (10.76) can be replaced by a series of finite difference equations:

$$\{X\}_k - [A_1]\{X\}_{k-1} - [A_2]\{X\}_{k-2} = [B_0]\{F\}_k + [B_1]\{F\}_{k-1}$$

(10.77)

Here, $[A_1]$ and $[A_2]$ are the output coefficient matrices and $[B_0]$ and $[B_1]$ the input coefficient matrices. To remedy the noise in the measurement, this time series can be expanded into a finite difference equation of $2p$th order (actually a $2p$th order of the ARMA model). The equation will become:

$$\{X\}_k - \sum_{r=1}^{2p} [A_r]\{X\}_{k-r} = [B_0]\{F\}_k + \sum_{r=1}^{2p-1} [B_r]\{F\}_{k-r}$$

(10.78)
Here, \( p \) is the order of the mathematical model. \([A_r]_{N \times N}\) is the output coefficient matrix and \([B_r]_{N \times P}\) the input coefficient matrix. From time domain modal analysis theory we know that \([A_r]\) contain the eigenvalues of the system and \([B_r]\) the eigenvectors. Once these matrices are found from equation (10.78), the modal parameters (natural frequencies, damping loss factors, mode shapes and modal participation factors) of the system, can be derived.

Equation (10.78) can also be written as:

\[
\begin{bmatrix} I & -\sum_{r=1}^{2p} [A_r]Z^{-r} \end{bmatrix} \{X\}_k = \begin{bmatrix} B_0 & -\sum_{r=1}^{2p-1} [B_r]Z^{-r} \end{bmatrix} \{F\}_k
\]

(10.79)

Here, \( Z^{-1} \) is the time shifting operator such that:

\[
Z^{-i}\{X\}_k = \{X\}_{k-i}
\]

(10.80)

and

\[
Z^{-i}\{F\}_k = \{F\}_{k-i}
\]

(10.81)

Series \( \{X\}_k \) and \( \{F\}_k \) are obtained from time domain measurement. Theoretically, they can be used in equation (10.78) to determine the least-square solutions for \([A_r]\) and \([B_r]\). When the auto-correlation matrices \([R_{XX}(0)]\) and \([R_{FF}(0)]\) of the series \( \{X\}_k \) and \( \{F\}_k \) are rank efficient, unique solutions can be found for \([A_r]\) and \([B_r]\). In real measurement, however, the number of the measurement location \( n \) is usually greater than the number of vibration modes \( n_e \). As a result, equation (10.78) does not have a unique solution for \([A_r]\) and \([B_r]\).

The rank of \([R_{XX}(0)]\) is \( n_e \), which is less than \( n \). Therefore, it is rank deficient. A solution is to find the SVD of matrix \([R_{XX}(0)]\) and then condense the response vector \( \{X\}_k \) into \( \{X'\}_k \) with a rank efficient auto-correlation matrix \([R_{XX'}(0)]\). This will enable equation (10.78) to produce a unique solution for matrices \([A_r]\) and \([B_r]\).

The SVD of matrix \([R_{XX}(0)]\) is as:

\[
[R_{XX}(0)] = [U]^T \text{diag} [\delta_1, \delta_2, \ldots, \delta_{n_e}, \ldots, \delta_n][U]
\]

(10.82)

The rank of matrix \([R_{XX}(0)]\) can be determined from the sudden and dramatic decrease of the singular values (likely after the \( n_e \)th one). Once the rank of \([R_{XX}(0)]\) is confirmed to be \( n_e \), the response vector \( \{X\}_k \) can be condensed by a linear transformation:

\[
\{X'\}_k = [Q] \{X\}_k
\]

(10.83)

Here, \( \{X'\}_k \) is an \( n_e \times 1 \) condensed response vector and \([Q]\) an \( n_e \times n \) transformation matrix that comprises the first \( n_e \) vectors of the orthogonal matrix \([U]\):

\[
[Q] = \begin{bmatrix} [U]_1^T & [U]_2^T & \ldots & [U]_{n_e}^T \end{bmatrix}^T
\]

(10.84)

Thus, in the finite difference model in equation (10.78), the response vector \( \{X\}_k \) can be replaced by vector \( \{X'\}_k \) for the solution of \([A_r]\) and \([B_r]\).

A mathematical model can also be established using the impulse response functions of a system. As the inverse Fourier transform of the frequency response function, the impulse response function characterizes the input and output relationship of a dynamic system.

Assume there are ‘\( N \)’ response points and ‘\( P \)’ input points on a test structure. The impulse response function between the \( i \)th response point and the \( j \)th excitation point is \( h_{ij}(t) \). An impulse response function matrix can be defined as:
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\[
[H(t)] = \begin{bmatrix}
    h_{11}(t) & h_{12}(t) & \ldots & h_{1N}(t) \\
    h_{21}(t) & h_{22}(t) & \ldots & h_{2N}(t) \\
    \vdots & \vdots & \ldots & \vdots \\
    h_{N1}(t) & h_{N2}(t) & \ldots & h_{Np}(t)
\end{bmatrix}
\]  

(10.85)

A time series \([H]_k (k = 1, 2, \ldots)\) can be formed by sampling impulse response \([H(t)]\). Thus, a finite difference model based on time series \([H]_k\) is a multi-variable auto-regression process. It should satisfy:

\[
[H]_k - [A_1][H]_{k-1} - \ldots - [A_{2p}][H]_{k-2p} = 0 \quad (k = 2p, 2p + 1, \ldots) 
\]

(10.86)
or simply

\[
[H]_k = \sum_{r=1}^{2p} [A_r][H]_{k-r} 
\]

(10.87)

The discretized version of the inverse Fourier transform of matrix \([H]_k\) can be written as:

\[
[H]_k = [\Psi] e^{[\Lambda] \Delta k} [L] = [\Psi][Z]^k [L] 
\]

(10.88)

Here, \([\Psi]_{2n_x \times 2n_e}\) is the mode shape matrix. \([\Lambda]_{2n_e \times 2n_e}\) is the eigenvalue matrix. \([L]_{2n_x \times p}\) is the mode participation matrix. \(\Delta\) is the sampling resolution so that \(\Delta k\) is the time for the \(k\)th sample. \([Z]_{2n_e \times 2n_e}\) is the z-transformation matrix such that

\[
[Z] = e^{[\Lambda] \Delta k} 
\]

(10.89)

With equation (10.88), it is possible to rewrite equation (10.87) as:

\[
[H]_k = \sum_{r=1}^{2p} [A_r][\Psi][Z]^{k-r} [L] 
\]

(10.90)
or

\[
\sum_{r=0}^{2p} [A_r][\Psi][Z]^{k-r} [L] = [0] \quad \text{where} \quad [A_0] = [I] 
\]

(10.91)

Using equations (10.87) and (10.91) together, a new matrix equation can be formed for coefficient matrix \([A_r]\):

\[
\begin{bmatrix}
    [H]_k \\
    [H]_{k-1} \\
    \vdots \\
    [H]_{k-2p+1}
\end{bmatrix} = \begin{bmatrix}
    [A_1] & [A_2] & \ldots & [A_{2p}]
    [I] & [0] & \ldots & [0]
    \vdots & \vdots & \ldots & \vdots
    [0] & \ldots & [I] & [0]
\end{bmatrix} \begin{bmatrix}
    [H]_{k-1} \\
    [H]_{k-2} \\
    \vdots \\
    [H]_{k-2p}
\end{bmatrix} 
\]

(10.92)
or simply as:

\[
[H]_k = [\overline{A}][H]_{k-1} 
\]

(10.93)

If matrix \([H]_k\) is ill-conditioned, it is possible to condense it using SVD. Assume a linear transformation exists:

\[
[H']_k = [B][H]_k 
\]

(10.94)
where \([B]\) can be formed from the SVD of matrix \([H]_k\). When the auto-correlation matrix of the impulse response \([R_{HH}(0)]\) has a rank of \(n_e\) that is less than \(N\), response matrix \([H]_k\) can be replaced by \([H']\) with a dimension of \(n_e \times P\).

### 10.4.2 Estimation of coefficient matrix \([A]\)

The second step of the time domain global modal analysis method is to estimate the coefficient matrix \([A]\) presented in the formulated mathematical model. Assume data samples are available when \(k = 2p, 2p + 1, \ldots, 2p + 2p - 1\). Equation (10.87) will form a series of equations:

\[
\begin{align*}
[H]_{2p} &= [A_1][H]_{2p-1} + [A_2][H]_{2p-2} + \ldots + [A_{2p}][H]_0 \\
[H]_{2p+1} &= [A_1][H]_{2p} + [A_2][H]_{2p-1} + \ldots + [A_{2p}][H]_1 \\
&\quad \vdots \\
[H]_{2p+2p-1} &= [A_1][H]_{2p+2p-2} + [A_2][H]_{2p+2p-3} + \ldots + [A_{2p}][H]_{2p-1}
\end{align*}
\]  

(10.95)

Using the same approach that led to equation (10.92) from equation (10.87), a new augmented matrix equation can be derived:

\[
\begin{bmatrix}
[H]_{2p} & [H]_{2p+1} & [H]_{2p+2} & \ldots & [H]_{2p+2p-1} \\
[H]_{2p-1} & [H]_{2p} & [H]_{2p+1} & \ldots & [H]_{2p+2p-2} \\
[H]_{2p-2} & [H]_{2p-1} & [H]_{2p} & \ldots & [H]_{2p+2p-3} \\
\ldots & \ldots & \ldots & \ldots & \ldots \\
[H]_{2p-2p+1} & [H]_{2p-2p+2} & [H]_{2p-2p+3} & \ldots & [H]_{2p-2p+2p}
\end{bmatrix}
= 
\begin{bmatrix}
[A]_1 & [A]_2 & [A]_3 & \ldots & [A]_{2p} \\
[I] & [0] & [0] & \ldots & [0] \\
[0] & [I] & [0] & \ldots & [0] \\
\ldots & \ldots & \ldots & \ldots & \ldots \\
[0] & [0] & \ldots & [I] & [0]
\end{bmatrix}
\]  

(10.96)

or simply:

\[
[H]_{2p} = [A][H]_{2p-1}
\]  

(10.97)

The coefficient matrices \([A_i]\) can be found from the augmented matrix \([A]\).
10.4.3 Identification of modal parameters

The modal parameters can be identified from the coefficient matrices \([A_r]\). The method to do so is to formulate an eigenvalue problem using the coefficient matrices \([A_r]\). The solution to this eigenvalue problem will produce natural frequencies, damping ratios and mode shapes.

Substituting equations (10.90) into (10.86) can lead to an eigenvalue problem. This substitution yields:

\[
[\Psi][Z]^k[L] = [A_1][\Psi][Z]^{k-1}[L] + [A_2][\Psi][Z]^{k-2}[L] + \ldots + [A_{2p}][\Psi][Z]^{k-2p}[L] \quad (10.98)
\]

Like before, this equation, when used several times for individual sampling points, can form an augmented matrix equation:

\[
[Z]\begin{bmatrix}
[\Psi][Z]^{2p-1} \\
[\Psi][Z]^{2p-2} \\
\vdots \\
[\Psi][Z]^{2p-2p}
\end{bmatrix} = 
\begin{bmatrix}
[A_1] & [A_2] & \ldots & [A_{2p}] \\
[I] & [0] & & [0] \\
& & \ldots & \ldots \ldots \ldots \ldots \ldots \\
[0] & & \ldots & [I] & [0] \\
& & & & [\Psi][Z]^{2p-2} \\
& & & & \ldots \\
& & & & [\Psi][Z]^{2p-2p}
\end{bmatrix}
\quad (10.99)
\]

or

\[
[Z][\Theta] = [A][\Theta] \quad (10.100)
\]

This is an eigenvalue problem. The solutions are:

\[
[Z] = e^{[\Lambda][\Delta]} \quad (10.101)
\]

and

\[
[\Theta] = 
\begin{bmatrix}
[\Psi][Z]^{2p-1} \\
[\Psi][Z]^{2p-2} \\
\vdots \\
[\Psi][Z]^{2p-2p}
\end{bmatrix}
\quad (10.102)
\]

Each eigenvalue corresponds to the modal parameters of a vibration mode such that the \(r\)th eigenvalue \(z_r\) can be expressed as:

\[
z_r = e^{\lambda_r[\Delta]} \quad (10.103)
\]

and the whole matrix is:

\[
[Z] = \text{diag} \left( e^{\lambda_r[\Delta]} \right) \quad (10.104)
\]

This leads to the estimation of the complex natural frequency:

\[
\lambda_r = \frac{1}{\Delta} \ln z_r = -\xi \omega_r + j\omega_r \sqrt{1-\xi^2} \quad (10.105)
\]

The diagonal natural frequency matrix can be constructed as:

\[
[\Lambda] = 
\begin{bmatrix}
\lambda_1 \\
\lambda_2 \\
\vdots \\
\lambda_{nc}
\end{bmatrix}
\quad (10.106)
\]
Once the eigenvalues are estimated, the mode shape matrix $[\Psi]$ can be found from equation (10.102).

The last quantity to be determined is the mode participation factor matrix $[L]$. Equation (10.88) provides a means of estimating $[L]$. Once the eigenvalue matrix $[Z]$ and the mode shape matrix $[\Psi]$ are determined, the least-square method can be used to minimize the error function defined as:


(10.107)

This will lead to the least square estimate of the participation factor matrix:

$$[L] = (([\Psi][Z]^T)([\Psi][Z]^T)^{-1}) [H_k]$$

(10.108)

To summarize, the time domain global modal analysis method involves the following steps in its implementation:

1. From ‘$P$’ excitation signals and ‘$N$’ response signals of a test structure, construct the frequency response function matrix. Take the inverse Fourier transform from the matrix to form the impulse response matrix $[H(t)]$. This matrix, when sampled with an equal time interval, produces a time series $[H_k]$.

2. Determine the auto-correlation matrix $[R_{HH}(0)]$ from the time series $[H_k]$ and use the SVD method to identify its rank. If the rank $N_e$ is less than the number of response signals $N$, then use a linear transformation to reduce the dimension of the time series $[H_k]$ from $N \times P$ to $N_e \times P$.

3. Find the initial estimate of the order of the system. The mode number can be determined from the response spectrum. The order of the system can be finalized after a few iteration processes.


5. Identify the natural frequencies, damping ratios and mode participation factors.

6. Use the estimated modal parameters to regenerate the time series $[\tilde{H}_k]$ and compare it with the measured one $[H_k]$. If the two series agree with each other, then the identified modal parameters are accurate. Otherwise, increase the order of the model and repeat the process from steps 2 to 5.

The number of modes is a critical parameter for the method. It is not always obvious how many modes should be considered. Too few means missing out genuine modes and too many will result in computational modes. One simple criterion is to define a reasonable range of damping ratio so that if some ‘modes’ have greater damping ratio estimates, then they are deemed to be noise or computational modes. Mode participation factors of those modes should also testify their minute contribution to the response of the structure. In addition, noise or computational modes show poor reciprocity on the residue matrices. This information can be used to sieve analysed modes.

### 10.5 Eigensystem realization algorithm method

The eigensystem realization algorithm (ERA) is another global time domain method for modal parameter identification. The basic idea of ERA is to use the minimum
realization concept from control theory to identify eigenproperties of a test structure from its impulse response data. The mathematical process is SVD. Once the eigenproperties are identified, the modal parameters can be derived accordingly. Since its inception, ERA has been used as an effective modal analysis method for real engineering structures, including the Galileo Space Vehicle.

The essence of ERA is to apply the SVD on the measured impulse response data in order to determine the number of prominent DoFs of a test structure and to determine the system matrix \([A]\), input matrix \([B]\) and output matrix \([C]\) in the state space representation of the structure. The system matrix \([A]\) can then be used for an eigenvalue solution to determine the modal parameters of the structure. When the dimensions of \([A]\), \([B]\) and \([C]\) are minimum, the minimum realization has been achieved. This renders a controllable and observable system.

### 10.5.1 State–space equation of an NDoF system

An NDoF system with ‘\(P\)’ excitation forces is governed by the following differential equation:

\[
[M]_{N \times N} \{\ddot{x}\}_{N \times 1} + [D]_{N \times N} \{\dot{x}\}_{N \times 1} + [K]_{N \times N} \{x\}_{N \times 1} = [L]_{N \times P} \{F\}_{P \times 1} \quad (10.109)
\]

Combining the equation with an identity \([\dot{x}] = [I] \{\dot{x}\}\) and define the state–space variable \(\{X\} = \{\{x\}, \{\dot{x}\}\}\), we can form the following state–space equation:

\[
\{\dot{X}\} = \begin{bmatrix} [0] & [I] \\ -[M]^{-1} [K] & -[M]^{-1} [D] \end{bmatrix}_{2N \times 2N} \{X\}_{2 \times N} + \begin{bmatrix} [0] \\ -[M]^{-1} [L] \end{bmatrix}_{2N \times 1} \{F\}_{2 \times 1} \quad (10.110)
\]

or

\[
\{\dot{X}\} = [A] \{X\} + [B] \{F\} \quad (10.111)
\]

If the system has ‘\(L\)’ output locations, the output vector \(\{Y\}\) is related to the state variable through an output matrix \([C]\) as:

\[
\{Y\}_{L \times 1} = [C]_{L \times 2N} \{X\}_{2 \times N} \quad (10.112)
\]

By sampling the response of the system with a time resolution \(\Delta\), we have the discretized version of equations (10.111) and (10.112) as:

\[
\begin{cases}
\{X(K + 1)\} = [A] \{X(K)\} + [B] \{F(K)\} \\
\{Y(K)\} = [C] \{X(K)\}
\end{cases} \quad (10.113)
\]

Here, \(\{X(K)\}\) is the state–space variable at time moment \(K\Delta\) and \(\{Y(K)\}\) the response output at the time. For a linear time-invariant system, the minimum realization for measured responses can be sought from the impulse responses.
### 10.5.2 Impulse response matrix

The impulse response of a system can be derived from the inverse Laplace transform of the transfer functions. By sampling the impulse response function \( h(t) \), we have a time series for the function \( h(K) \) (\( K = 1, 2, \ldots \)). At moment \( K\Delta \), the impulse responses from all measured coordinates form the following impulse response matrix:

\[
\begin{bmatrix}
  h_{11}(K) & h_{12}(K) & \ldots & h_{1P}(K) \\
  h_{21}(K) & h_{22}(K) & \ldots & h_{2P}(K) \\
  \vdots & \vdots & \ddots & \vdots \\
  h_{L1}(K) & h_{L2}(K) & \ldots & h_{LP}(K)
\end{bmatrix}_{L \times P}
\]  

The minimum realization becomes a mathematical task of determining matrices \([A]\), \([B]\) and \([C]\) from \([\tilde{H}(K)]\) such that the order of these matrices is kept minimum. From the eigenvalue solutions of the determined matrix \([A]\) we can then derive the modal properties of the system.

### 10.5.3 Construction of a Hankel matrix

The minimum realization of impulse responses commences from the partitioned Hankel matrix. A Hankel matrix is formed in the following equation:

\[
\begin{bmatrix}
  \tilde{H}(K) & \tilde{H}(K+t_1) & \ldots & \tilde{H}(K+t_{\beta-1}) \\
  \tilde{H}(j_1+K) & \tilde{H}(j_1+K+t_1) & \ldots & \tilde{H}(j_1+K+t_{\beta-1}) \\
  \vdots & \vdots & \ddots & \vdots \\
  \tilde{H}(j_{\alpha-1}+K) & \tilde{H}(j_{\alpha-1}+K+t_1) & \ldots & \tilde{H}(j_{\alpha-1}+K+t_{\beta-1})
\end{bmatrix}_{\alpha \times \beta}
\]

Here, \( j_r \) (\( r = 1, 2, \ldots, \alpha - 1 \)) and \( t_r \) (\( r = 1, 2, \ldots, \beta - 1 \)) are arbitrary positive integers. This matrix is constructed from the measured impulse response data.

Theoretically, the rank of matrix \([\tilde{H}(K - 1)]\) is a constant and equal to the order of the system. Due to measurement noise, the rank varies until the \( \alpha \) and \( \beta \) in equation (10.115) reach certain values. Therefore, the final settlement of \( j_r, t_r, \alpha \) and \( \beta \) values occur when the rank of \([\tilde{H}(K - 1)]\) approaches a constant and the dimension of the matrix is at a minimum. A common tactic is to let \( j_r = t_r = r\Delta \) (\( r = 1, 2, \ldots \)). Matrix \([\tilde{H}(K - 1)]\) will become:

\[
\begin{bmatrix}
  \tilde{H}(K) & \tilde{H}(K+1) & \ldots & \tilde{H}(K+\beta-1) \\
  \tilde{H}(K+1) & \tilde{H}(K+2) & \ldots & \tilde{H}(K+\beta) \\
  \vdots & \vdots & \ddots & \vdots \\
  \tilde{H}(K+\alpha-1) & \tilde{H}(K+\alpha) & \ldots & \tilde{H}(K+\alpha+\beta-2)
\end{bmatrix}_{\alpha \times \beta \times \beta}
\]
10.5.4 Impulse response matrix and system matrices

Establishment of the link between the system matrices \([A], [B] and [C]\) and the impulse response matrix \([\tilde{H}(K)]\) is the basis of the eigensystem realization algorithm. Using the z-transform, we find that the transfer function matrix of a system is related to its impulse response matrix:

\[
[H(Z)] = [\tilde{H}(0)] + [\tilde{H}(1)]Z^{-1} + [\tilde{H}(2)]Z^{-2} + \ldots
\] (10.117)

We also know from Chapter 2 that the transfer function can be written as:

\[
[H(Z)] = [C][I - A]^{-1}[B] = Z^{-1}[C][I - Z^{-1}[A] - (Z^{-1}[A])^2 - \ldots][B]
\] (10.118)

Comparing these equations we establish:

\[
[\tilde{H}(K)] = \left[ [C][A]^{k-1}[B] \right] (10.119)
\]

from here we deduce that:

\[
[\tilde{H}(K + 1)] = [C][A]^K[B] = [C][A][A]^{K-1}[B]
\]

\[
[\tilde{H}(K + 2)] = [C][A]^K[B] = [C][A]^2[A]^{K-1}[B]
\] (10.120)

\[
\ldots
\]

Therefore, we can decompose the Hankel matrix \([\tilde{H}(K - 1)]\) into:

\[
[\tilde{H}(K - 1)] = \begin{bmatrix}
[C] \\
[C][A] \\
[C][A]^2 \\
\vdots \\
[C][A]^{\alpha-1}
\end{bmatrix}_{L\alpha \times 2N} \begin{bmatrix}
[A]^{K-1}[B] \\
[A][B][A][B] \\
\vdots \\
[A]^{\beta-1}[B]
\end{bmatrix}_{2N \times P\beta}
\]

or

\[
[\tilde{H}(K - 1)] = [P]_{L\alpha \times 2N}[A]^{K-1}[Q]_{2N \times P\beta}
\] (10.121)

Matrix \([P]\) is called the observability matrix and \([Q]\) the controllability matrix.

10.5.5 Eigensystem realization algorithm

The derivation of the algorithm can begin from equation (10.122) with the initial impulse response matrix:
Multi-input multi-output modal analysis methods

\[
[\hat{H}(0)] = [P][Q] \quad (10.123)
\]

Using SVD, we have:

\[
[\hat{H}(0)] = [U]^T[\Sigma][V] \quad (10.124)
\]

This decomposition can be seen physically as passing measured impulse response data through a Wiener filter. The signal filtered out, which is responsible for the zero singular values, corresponds to the random noise which does not correlate to either system input or its output.

The descending singular values are real and form a diagonal matrix:

\[
[\Sigma] = \text{diag} [\sigma_1 \sigma_2 \ldots \sigma_r \ldots 0 \ldots] \quad (10.125)
\]

and the vectors are normalized such that:

\[
[U]^T[U] = [V]^T[V] = [I] \quad (10.126)
\]

If there exist a matrix \([H^\#] \) such that:

\[
[Q][H^\#][P] = [I], \quad (10.127)
\]

then from

\[
[\hat{H}(0)][H^\#][\hat{H}(0)] = [\hat{H}(0)] \quad (10.128)
\]

we know that \([H^\#] \) is a general inverse of matrix \([\hat{H}(0)] \) and, from the SVD theory, it is estimated as:

\[
[H^\#] = [V]^T[\Sigma][U] = [V]^T \begin{bmatrix} \frac{1}{\sigma_1} & \frac{1}{\sigma_2} & \ldots & \frac{1}{\sigma_r} & \ldots & 0 \ldots \end{bmatrix} [U] \quad (10.129)
\]

Now let us determine the relationship between the system matrices \([A], [B] \) and \([C] \) and the matrices derived from the SVD \([U], [\Sigma] \) and \([V] \). To do so, we define two matrices below which will be used in the analysis:

\[
[E_L]^T = [[I_L]_{L \times L} [0]_{L \times L} \ldots [0]_{L \times L}]_{L \times L} \quad (10.130)
\]

\[
[E_P]^T = [[I_P]_{P \times P} [0]_{P \times P} \ldots [0]_{P \times P}]_{P \times P} \quad (10.131)
\]

From equation (10.117) we have:

\[
[E_L]^T[\hat{H}(K)][E_P] = [E_L]^T[P][A][Q][E_P] = [\bar{H}(K + 1)] \quad (10.132)
\]

On both sides of matrix \([A] \) we multiply a unity matrix \([Q][H^\#][P] \), equation (10.132) becomes:

\[
[\bar{H}(K + 1)] = [E_L]^T([P][Q][H^\#][P][A][Q][H^\#][P][Q][E_P]] \quad (10.133)
\]

or

\[
[\bar{H}(K + 1)] = [E_L]^T[\hat{H}(0)][H^\#][\hat{H}(1)][H^\#][\hat{H}(0)][E_P] \quad (10.134)
\]

Using the SVDs of matrices \([\hat{H}(0)] \) and \([H^\#] \) in equations (10.124) and (10.129), we can rewrite equation (10.134) as:
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\[
\hat{H}(K + 1) = ([E_L]^T[U]^T[\Sigma]^{\frac{1}{2}})([\Sigma]^{-\frac{1}{2}}[U][\hat{H}(1)][V]^T[\Sigma]^{\frac{1}{2}})^K ([\Sigma]^{\frac{1}{2}}[V][E_P])
\]

(10.135)

Comparing it with equation (10.120), we have the derivation for the system matrices as:

\[
\begin{align*}
[A] &= [\Sigma]^{-\frac{1}{2}}[U][\hat{H}(1)][V]^T[\Sigma]^{\frac{1}{2}} \\
[B] &= [\Sigma]^{\frac{1}{2}}[V][E_P] \\
[C] &= [E_L]^T[U]^T[\Sigma]^{\frac{1}{2}}
\end{align*}
\]

(10.136)

Taking these matrices back to equation (10.113), we have the realization. Equation (10.136) shows that the dimension of \([A]\) is dictated by that of \([\Sigma]\) whose dimension is \(2N \times 2N\), even \([\hat{H}(1)]\) has a much bigger dimension of \(L\alpha \times P\beta\). For a system with \(N\) DoFs, a \(2N \times 2N\) \([A]\) is indeed a minimum realization.

The eigenvalue solution of matrix \([A]\) provides the system modal properties. Its eigenvalue decomposition is:

\[
[\Psi]^{-1}[A][\Psi] = [Z]
\]

(10.137)

Here, \([\Psi]\) contains \(2N\) complex mode shapes. The eigenvalues in the diagonal matrix \([Z]\) are related to the system natural frequencies and damping ratios:

\[
Z_r = e^{\lambda_r \Delta} = e^{(\lambda_r^R + i\lambda_r^I)\Delta}
\]

(10.138)

\[
\omega_r = \sqrt{(\lambda_r^R)^2 + (\lambda_r^I)^2}
\]

(10.139)

\[
\zeta_r = \frac{\lambda_r^R}{\sqrt{(\lambda_r^R)^2 + (\lambda_r^I)^2}}
\]

(10.140)

To summarize, the eigensystem realization algorithm involves the following steps:

1. Select measured data to construct matrices \([\hat{H}(0)]\) and \([\hat{H}(1)]\).
2. Decompose matrix \([\hat{H}(0)]\) using SVD and reconstruct it using the non-zero singular values and corresponding vectors.
3. Derive the system matrices \([A]\), \([B]\) and \([C]\).
4. Derive modal data from the realized matrix \([A]\).

Literature


11 Local structural modification

11.1 The objectives of structural modification

Structural modification as an application of modal analysis is a technique to study the effect of physical parameter changes of a structural system on its dynamic properties which are in the forms of natural frequencies and mode shapes. Because the theory of structural modification is developed using system mass and stiffness matrices, the physical parameter changes are projected into mass and stiffness property changes of the system. For a simple mass–spring system, the physical parameters are actually mass and stiffness values of physical elements. For a continuous system such as a cantilever, these parameters can be the thickness or length of a section of the beam. They are not strictly mass or stiffness quantities but their changes affect both mass and stiffness properties. For a real structure such as a car chassis, physical parameters can be local mass and stiffness changes caused by cross-sectional area changes or by an additional stiffener welded between two locations. Nevertheless, we can find later that the final derivation of structural modification may not have to rely on knowing the full mass and stiffness matrices.

The objective of structural modification is to improve the dynamic properties of a structure. Changing a natural frequency is perhaps the most common objective of structural modification. A natural frequency coinciding with, or at the vicinity of, the ambient vibration frequency is a common source of excessive vibration that may lead to structural failure. Assuming no change can be made to the ambient vibration, an obvious solution for reducing vibration would be to relocate the natural frequency away from the excitation frequency using structural modification. Alternatively, structural modification can help to move an anti-resonance to match the excitation frequency so as to create a nodal point at a selected location on the system. If the excitation frequency is a narrow-banded range rather than an individual frequency, structural modification can be used to rearrange the natural frequencies so that no natural frequency falls within the band.

11.2 Direct and inverse problems

Structural modification can be a direct problem or an inverse problem. The direct problem is the one that predicts dynamic property changes once mass, stiffness or a
physical parameter changes are given. Physical parameter changes usually cause both mass and stiffness changes. This problem requires a straightforward analytical solution. The difficulty of solving a direct problem lies on getting system matrices or sufficient and accurate data from modal testing. In the calculation, we may require either measured FRF data or modal data from selected DoFs. Not all of these data can be provided easily from measurement. However, if structural modification is used as a design tool, then a finite element model of the designed structure of component is normally available. In this case, FRF or modal data can be determined numerically.

The inverse problem takes the opposite path to the direct problem. It seeks to determine necessary structural changes needed to create a targeted dynamic property change such as the change of a natural frequency. By nature, the solution to this problem can be non-unique or non-existent. This is the main difficulty of the inverse problem. Specifically, the difficulty manifests itself in two ways. The first is having to determine where the necessary structural changes should occur so that the solution, if it exists, can be realistic. The second is the need to formulate the structural modification problem analytically once the locations for modification have been identified, so that the solution, if it exists, can be found.

**11.3 Modal properties after structural modification – reanalysis**

The modal and FRF properties of an \( n \) DoF structural system have been given in Chapter 5. The natural frequencies and mode shapes of this system are the solutions of the following eigenvalue problem:

\[
([K] - \omega^2[M])\{\Psi\} = \{0\} \tag{11.1}
\]

The FRF matrix of the system \([\alpha(\omega)]\) can be determined from the natural frequency matrix \([\cdot \omega^2\cdot]\) and mass-normalized mode shapes matrix \([\phi]\) as:

\[
[\alpha(\omega)] = [\phi][\cdot \omega^2\cdot - \omega^2\cdot^{-1}][\phi]^T \tag{11.2}
\]

For an individual load path on the structure between two DoFs, there is a unique set of anti-resonance frequencies. The anti-resonances of a given receptance FRF \(\alpha_{ij}(\omega)\), denoted as \(\Omega_r\), are the real positive roots of the following eigenvalue equation:

\[
([K]_{ij} - \Omega^2[M]_{ij})\{X\} = \{0\} \tag{11.3}
\]

where matrix \([\cdot]\)\(_{ij}\) is obtained by deleting the \(i\)th row and the \(j\)th column of matrix \([\cdot]\). The number of the real positive roots of this eigenvalue equation ranges from zero to \(n\).

Structural modification to a dynamic system can be the results of physical parameter changes as well as mass and stiffness changes. Regardless of the causes, we can denote the modification of the system characterized by (11.1) by a mass modification matrix \([\Delta M]\) and a stiffness modification matrix \([\Delta K]\). Either could be a null matrix if no modification occurs. For the change of a physical parameter of a structure such as a thickness, it is most likely that both mass and stiffness change so that neither \([\Delta M]\) nor \([\Delta K]\) is null. Consider that realistically modification on a structure cannot
happen at many locations due to various constraints, $[\Delta M]$ and $[\Delta K]$ are sparse matrices.

The main objective of the direct problem of structural modification, also known as reanalysis, is to predict the FRF or the modal properties of a structure after specified modifications. For a structure with an analytical model, this is done without having to repeat the whole eigenvalue solution. For a structure without one, reanalysis avoids making costly modification prototypes and conducting modal testing on the structure. Reanalysis assumes that modification in the form of $[\Delta M]$ and $[\Delta K]$ has been specified. Thus, the dynamics of the modified structure is governed by the following eigenvalue problem:

$$[(K) + \Delta(K)] - \omega^*{\omega^*} (M + \Delta(M)) \{Y\} = \{0\}$$

Here, $\omega^*$ is the natural frequency and $\{Y\}$ the mode shape of the modified structure. For a structure without repeated natural frequencies, we know that the mode shape of the modified structure is a linear combination of those from the unmodified one:

$$\{Y\} = [\phi]\{\eta\}$$

With this relationship for mode shapes and the orthogonality properties of an MDoF system, we can recast equation (11.4) into:

$$((I) + [\phi]^T[\Delta M][\phi]) - \omega^*{\omega^*} ([\phi]^T[\Delta K][\phi])\{\eta\} = \{0\}$$

or

$$([K^*] - \omega^*{\omega^*}[M^*])\{\eta\} = \{0\}$$

This equation forms a relationship between the modifications ($[\Delta M]$ and $[\Delta K]$) and the modal properties ($\omega^*$ and $\{Y\}$) of the modified structure. The modal data of the original structure ($\omega_r$ and $\{\phi\}$) can come from its modal testing and analysis. The significance is that the equation does not rely on the mass and stiffness matrices of the original structure. This is particularly useful for problem solving of a real structure where an analytical model is not available. The significance also lies in the fact that the equation is used to predict the modal properties of the modification. As stated earlier, this can avoid costly prototype making for trial-and-error modifications.

However, closer examination of equation (11.7) suggests that its usefulness may be discounted. Firstly, the number of modes identified for the original structure after modal testing is usually limited. This means the eigenvalue problem presented in equation (11.7) becomes a reduced one. For example, for a structural system with $200 \times 200$ matrices, a total number of 12 modes from modal testing, assuming all DoFs are at present in mode shapes, means that matrices $[K^*]$ and $[M^*]$ are $12 \times 12$ in dimension. They are excessively condensed to yield inaccurate modal data of the modified structure. Secondly because of test limitations, the modes identified for modal testing of the original structure do not include all DoFs the system matrices have. If the DoFs used in the identified modes cover those used in structural modifications $[\Delta M]$ and $[\Delta K]$, then lack of all other DoFs means numerical inaccuracy for the predicted modal properties of the modified structure. If, however, the DoFs used in the identified modes do not cover all DoFs used in modifications, we would face a difficult stalemate where the solution offered by equation (11.7) cannot proceed. For example, if the identified mode shapes do not include rotational DoFs while a
structural modification does by welding a beam between two locations as a stiffener, then reanalysis in equation (11.7) cannot be carried out because of DoF incompatibility.

11.4 Local structural modification by mass and stiffness changes

According to its complexity, we can classify structural modification as a unit rank modification, a mass or stiffness modification, and a physical parameter modification. The complexity is reflected in the analytical formulation of the modification problem. Unit rank modification allows an explicit algebraic solution for a structural modification problem. Mass or stiffness modification can be formulated either as an eigenvalue problem or as a linear simultaneous equation problem. In both cases, mathematical solutions are readily available to solve the structural modification problem. Physical parameter modification is often more realistic for structures. For example, the parameter to be modified can be a design parameter for a structure. Such a modification usually leads to both mass and stiffness changes. The mathematical formulation of the modification needs more rigorous analytical treatment and an accurate solution is not guaranteed.

In the following, we will begin with unit rank modification and expand into mass or stiffness modification. Finally, we will study structural modification caused by physical parameter changes.

11.4.1 Unit rank modification

Unit rank modification involves changing a single mass or stiffness element of a structure only. This is usually realized by adding a concentrated mass to a DoF or linking a spring between two DoFs. Theoretically, a mass or stiffness modification matrix of these changes is a matrix with a unity rank, as shown in equation (11.8).

\[
[\Delta M] = \begin{bmatrix}
0 & \cdots & 0 \\
\cdots & \Delta m & \cdots \\
0 & \cdots & 0
\end{bmatrix} \quad [\Delta K] = \begin{bmatrix}
\cdots & \Delta k & \cdots & -\Delta k \\
\cdots & \cdots & \cdots & \cdots \\
-\Delta k & \cdots & \Delta k & \cdots
\end{bmatrix}
\]

(11.8)

Figure 11.1 shows a structure before and after a modification is made. Since the modification involves an elastic spring linking two positions of the structure, we can regard this as a unit rank stiffness modification.

Contrary to its appearance, a unit rank modification is actually quite difficult to achieve. For example, it is impossible in reality to add a concentrated mass which only affects vibration in one direction. It is only when vibrations in other directions are insignificant can we formulate the problem as a unit rank modification. The understanding of unit rank modification helps to provide physical insights into structural modification.
11.4.2 Mass modification of a lumped system

Structural modification via mass changes is convenient if lumped mass can be applied
to a structure which is modelled as a lumped system. Modification by removing
distributed mass from an existing structure does not fall into this category since it
will usually be accompanied by stiffness reduction. As before, we denote the mass
modification matrix as $\Delta M$. Since stiffness does not change, we can simplify equation
(11.4) to formulate the mass modification case as:

$$([K] - \omega^2[M])\{Y\} - \omega^2[\Delta M]\{Y\} = \{0\} \quad (11.9)$$
or

$$\{Y\} = \omega^2[\alpha(\omega^*)][\Delta M]\{Y\} \quad (11.10)$$

This equation, although it appears to be of full dimension as matrices $[M]$ and $[K]$, is
actually in a much reduced size, owing to the fact that matrix $[\Delta M]$ has only a few
non-zero elements for modified DoFs. If there are three modified DoFs, $[\Delta M]$ can be
reduced to a $3 \times 3$ non-zero submatrix and only the relevant portion of other quantities
in equation (11.10) will be useful in the analysis. From now on, when we refer to
equation (11.10), we actually mean the reduced version of the equation.

There is no obvious mathematical solution to this equation for a prescribed natural
frequency $\omega^*$. However, we can find mathematical transformation that will lead us to
the solution. First, let us see how the mass modification problem described by equation
(11.10) can be turned into a normal eigenvalue problem. Assume the mass modification
matrix can be expressed as:

$$[\Delta M] = \zeta_m[\epsilon] \quad (11.11)$$

where $\zeta_m$ is an unknown factor and $[\epsilon]$ is a given matrix describing the relative mass
modifications among selected coordinates. Matrix $[\epsilon]$ needs to be predetermined to
set the relative mass modifications among the selected DoFs. If three masses from
the system will be modified, matrix $[\epsilon]$ prohibits the three mass changes to be
independent of each other. Only one change is determined from the solution. The
other two are proportionally related to it.

With the mass modification matrix defined, equation (11.10) can now be translated
into an eigenvalue problem:

$$\left(\omega^2[\alpha(\omega^*)][\epsilon] - \frac{1}{\zeta_m} [I]\right)[Y] = \{0\} \quad (11.12)$$
where \(1/\zeta_m\) is the eigenvalue. Since the matrix product \([\alpha(\omega^*)][e]\) is not a real symmetric matrix, not all the eigenvalues derived from equation (11.12) are real. A real eigenvalue solution can be used to determine the mass modification matrix from equation (11.11) which will lead to the prescribed natural frequency \(\omega^*\). The final conclusion of the modification depends on the feasibility of the modified mass matrix \([M] + [\Delta M]\). Obviously any suggestion of negative mass on a structure would be unfeasible. This analysis does not make use of mode shape information before and after modification.

![Figure 11.2 A 2-D truss structure without and with mass modification](image)

To fully appreciate this eigenvalue-based structural modification approach, let us study its advantages and limitations. The dynamic data needed in the eigenvalue approach are the FRF data from modified DoFs only. This means that the size of the eigenvalue problem formulated is a much-reduced one in dimension, as explained after equation (11.10). It also means that, without having to rely on the mass and stiffness matrices of the original structure, this approach can be used as a problem solving tool for real structures where analytical models are not available. The approach is, however, limited by the oversimplicity of pure mass modification which may not be realizable on real structures. Inaccuracy of the FRF data may hinder the precision of the resultant natural frequency \(\omega^*\).

The eigenvalue formulation of structural modification for a prescribed natural frequency \(\omega^*\) can be conveniently extended to that for a new anti-resonance \(\Omega^*\) for the \(ij\)th FRF. By replacing matrices \([M]\) and \([K]\) with \([M]_{ij}\) and \([K]_{ij}\) (defined in equation (11.3)), respectively, we can rewrite equation (11.9) as:

\[
([K]_{ij} - \Omega^*^2[M]_{ij})\{Y\} - \Omega^*^2[\Delta M]_{ij}\{Y\} = \{0\}
\]

(11.13)

Assume there is an imaginary dynamic system that consists of a mass matrix \([M]_{ij}\) and stiffness matrix \([K]_{ij}\) (neither one has to be symmetrical). The formulation from equations (11.10) to (11.12) can be applied. The square root of the positive and real eigenvalues are now the ‘natural frequencies’ of this imaginary system which are actually the same as the anti-resonances of the selected FRF of the original system. The eigenvector of this imaginary system does not possess apparent physical meaning.

The mass modification problem can also be formulated using an approach based on linear simultaneous equations. To derive the solution, we assume that matrix \([\Delta M]\) is diagonal so that all mass modifications are concentrated masses. There is no need to require the mass matrix of the original structure to be diagonal. We will see later
that this restriction on $[\Delta M]$ is actually not necessary so long as the elemental mass matrix of the modified component can be specified. Back to equation (11.10). For the easiness of the formulation, assume only three DoFs ($i, j, k$) are going to have mass changes. More mass changes can be treated likewise. If matrix $[\Delta M]$ is diagonal, then the equation becomes:

$$\begin{bmatrix}
Y_i \\
Y_j \\
Y_k
\end{bmatrix} = \omega^{*2} \begin{bmatrix}
\alpha_{ii}(\omega^*) & \alpha_{ij}(\omega^*) & \alpha_{ik}(\omega^*) \\
\alpha_{ji}(\omega^*) & \alpha_{jj}(\omega^*) & \alpha_{jk}(\omega^*) \\
\alpha_{ki}(\omega^*) & \alpha_{kj}(\omega^*) & \alpha_{kk}(\omega^*)
\end{bmatrix} \begin{bmatrix}
\Delta m_i \\
0 \\
0
\end{bmatrix} \begin{bmatrix}
Y_i \\
Y_j \\
Y_k
\end{bmatrix}$$

(11.14)

With a linear transformation, this equation becomes:

$$\omega^{*2} \begin{bmatrix}
\alpha_{ii}(\omega^*) & \alpha_{ij}(\omega^*) & \alpha_{ik}(\omega^*) \\
\alpha_{ji}(\omega^*) & \alpha_{jj}(\omega^*) & \alpha_{jk}(\omega^*) \\
\alpha_{ki}(\omega^*) & \alpha_{kj}(\omega^*) & \alpha_{kk}(\omega^*)
\end{bmatrix} \begin{bmatrix}
Y_i \\
Y_j \\
Y_k
\end{bmatrix} + \begin{bmatrix}
\Delta m_i \\
\Delta m_j \\
\Delta m_k
\end{bmatrix} = \omega \begin{bmatrix}
0 \\
0 \\
0
\end{bmatrix}$$

(11.15)

This is a set of simultaneous equations for mass modifications. The first matrix in the equation contains FRF data from the modified coordinates. These data can be available from experimental modal testing. The $Y$ vector is for the subset of the mode shape of the modified structure. It needs to be preset for the solution. We can use the mode shape subset of the original structure. Alternatively, equation (11.15) allows us to define the subset of the mode shape for the modified structure. This is an option the eigenvalue approach does not offer.

### 11.4.3 Stiffness modification of a lumped system

Structural modification via stiffness changes can also be formulated and solved conveniently for a structure modelled as a lumped system. Stiffness changes can be introduced by elastic elements such as springs. Modification by reducing stiffness from an existing part of a structure usually causes simultaneous mass reduction. This is a scenario to be considered later in this chapter. Since mass does not change, we can simplify equation (11.4) to formulate the stiffness modification case as:

$$([K] - \omega^{*2}[M])\{Y\} + [\Delta K]\{Y\} = \{0\}$$

(11.16)

or

$$\{Y\} = -[\alpha(\omega^*)][\Delta K]\{Y\}$$

(11.17)

Like the mass modification case, this equation is in a much-reduced size than matrices $[M]$ and $[K]$, owing to the fact that matrix $[\Delta K]$ has only a few non-zero elements for modified DoFs. If there are three modified DoFs, $[\Delta K]$ can be reduced to a $3 \times 3$ non-zero submatrix and other matrix and vectors in equation (11.17) will reduce accordingly. Unlike mass modification, matrix $[\Delta K]$ is not diagonal since stiffness changes mainly between DoFs. Typically, for three modified DoFs $i, j$ and $k$, $[\Delta K]$ can be written as:

$$[\Delta K] = \begin{bmatrix}
\Delta k_{ij} + \Delta k_{ik} & -\Delta k_{ij} & -\Delta k_{ik} \\
-\Delta k_{ij} & \Delta k_{ij} + \Delta k_{jk} & -\Delta k_{jk} \\
-\Delta k_{ik} & -\Delta k_{jk} & \Delta k_{jk} + \Delta k_{ik}
\end{bmatrix}$$

(11.18)
Assume this modification matrix can be expressed as:

\[
[\Delta K] = \gamma_k [\kappa]
\]

where \( \gamma_k \) is an unknown factor and \([\kappa]\) is a given matrix describing the relative stiffness modifications among selected coordinates. This means that the three stiffness changes are not independent of each other. With the stiffness modification matrix defined, equation (11.17) can now be translated into an eigenvalue problem:

\[
\left( [\alpha(\omega^*)][\kappa] + \frac{1}{\gamma_k} [I] \right) \{Y\} = \{0\}
\]

where \(-1/\gamma_k\) is the eigenvalue. Since matrix product \([\alpha(\omega^*)][\kappa]\) is not a real symmetric matrix, not all the eigenvalues derived from equation (11.20) are real. A real eigenvalue solution can be used to determine the stiffness modification matrix from equation (11.19) which will lead to the prescribed natural frequency \(\omega^*\). The final conclusion of the stiffness modification depends on the feasibility of the modified stiffness matrix \([K] + [\Delta K]\). Obviously any suggestion of negative stiffness elements on a structure would be unfeasible. This analysis does not make use of mode shape information before and after modification. The advantages and limitations outlined for mass modification case also apply here.

The stiffness modification problem can also be formulated using a linear simultaneous equation-based approach. We begin from equation (11.17):

\[
\begin{bmatrix}
Y_i \\
Y_j \\
Y_k
\end{bmatrix} = -\begin{bmatrix}
\alpha_{ii}(\omega^*) & \alpha_{ij}(\omega^*) & \alpha_{ik}(\omega^*) \\
\alpha_{ji}(\omega^*) & \alpha_{jj}(\omega^*) & \alpha_{jk}(\omega^*) \\
\alpha_{ki}(\omega^*) & \alpha_{kj}(\omega^*) & \alpha_{kk}(\omega^*)
\end{bmatrix}
\begin{bmatrix}
\Delta k_{ij} + \Delta k_{jk} \\
-\Delta k_{ij} & \Delta k_{ij} + \Delta k_{jk} & -\Delta k_{ik} \\
-\Delta k_{ik} & -\Delta k_{jk} & \Delta k_{jk} + \Delta k_{ik}
\end{bmatrix}
\begin{bmatrix}
Y_i \\
Y_j \\
Y_k
\end{bmatrix}
\]

Through the following transformations, we can convert this equation into a set of
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linear simultaneous equations for stiffness modifications $\Delta k_{ij}$, $\Delta k_{jk}$ and $\Delta k_{ik}$. Equation (11.21) is rewritten as:

\[
\begin{align*}
\begin{bmatrix}
Y_i \\
Y_j \\
Y_k
\end{bmatrix} &= -
\begin{bmatrix}
\alpha_{ii}(\omega^*) & \alpha_{ij}(\omega^*) & \alpha_{ik}(\omega^*) \\
\alpha_{ji}(\omega^*) & \alpha_{jj}(\omega^*) & \alpha_{jk}(\omega^*) \\
\alpha_{ki}(\omega^*) & \alpha_{kj}(\omega^*) & \alpha_{kk}(\omega^*)
\end{bmatrix}
\begin{bmatrix}
1 & -1 & 0 \\
-1 & 1 & 0 \\
0 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
0 & 0 & 0 \\
0 & 1 & -1 \\
0 & -1 & 1
\end{bmatrix}
\begin{bmatrix}
1 & 0 & -1 \\
0 & 0 & 0 \\
-1 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
Y_i \\
Y_j \\
Y_k
\end{bmatrix}
\end{align*}
\]

(11.22)

\[
\begin{align*}
\begin{bmatrix}
Y_i \\
Y_j \\
Y_k
\end{bmatrix} &= -
\begin{bmatrix}
\alpha_{ii}(\omega^*) & \alpha_{ij}(\omega^*) & \alpha_{ik}(\omega^*) \\
\alpha_{ji}(\omega^*) & \alpha_{jj}(\omega^*) & \alpha_{jk}(\omega^*) \\
\alpha_{ki}(\omega^*) & \alpha_{kj}(\omega^*) & \alpha_{kk}(\omega^*)
\end{bmatrix}
\begin{bmatrix}
Y_i - Y_j \\
-(Y_j - Y_k) \\
0
\end{bmatrix}
\begin{bmatrix}
0 & 0 & 0 \\
0 & 1 & -1 \\
0 & -1 & 1
\end{bmatrix}
\begin{bmatrix}
Y_i - Y_k \\
-(Y_j - Y_k) \\
-(Y_j - Y_k)
\end{bmatrix}
\end{align*}
\]

(11.23)

Define:

\[
Y_{ij} = Y_i - Y_j, \quad Y_{jk} = Y_j - Y_k, \quad Y_{ik} = Y_i - Y_k,
\]

we have:

\[
\begin{align*}
\begin{bmatrix}
\alpha_{ii}(\omega^*) & \alpha_{ij}(\omega^*) & \alpha_{ik}(\omega^*) \\
\alpha_{ji}(\omega^*) & \alpha_{jj}(\omega^*) & \alpha_{jk}(\omega^*) \\
\alpha_{ki}(\omega^*) & \alpha_{kj}(\omega^*) & \alpha_{kk}(\omega^*)
\end{bmatrix}
\begin{bmatrix}
1 \\
-1 \\
0
\end{bmatrix}
\begin{bmatrix}
0 & 0 \\
0 & 1 \\
0 & -1
\end{bmatrix}
\begin{bmatrix}
1 \\
0 \\
-1
\end{bmatrix}
\begin{bmatrix}
Y_i \\
Y_j \\
Y_k
\end{bmatrix}
\end{align*}
\]

(11.24)

\[
\begin{align*}
\Delta k_{ij}Y_{ij} + \Delta k_{jk}Y_{jk} + \Delta k_{ik}Y_{ik} &= \begin{bmatrix}
\alpha_{ii}(\omega^*) - \alpha_{ij}(\omega^*) & \alpha_{ii}(\omega^*) - \alpha_{ik}(\omega^*) \\
\alpha_{ji}(\omega^*) - \alpha_{jj}(\omega^*) & \alpha_{jj}(\omega^*) - \alpha_{jk}(\omega^*) \\
\alpha_{ki}(\omega^*) - \alpha_{kj}(\omega^*) & \alpha_{kj}(\omega^*) - \alpha_{kk}(\omega^*)
\end{bmatrix}
\begin{bmatrix}
Y_i \\
Y_j \\
Y_k
\end{bmatrix}
\end{align*}
\]

(11.25)

or

\[
\begin{align*}
\begin{bmatrix}
\alpha_{ii}(\omega^*) - \alpha_{ik}(\omega^*) & \alpha_{ji}(\omega^*) - \alpha_{jk}(\omega^*) \\
\alpha_{ki}(\omega^*) - \alpha_{kk}(\omega^*)
\end{bmatrix}
\begin{bmatrix}
Y_i \\
Y_j \\
Y_k
\end{bmatrix}
\end{align*}
\]
Local structural modification

Define a new FRF quantity:

\[
\alpha_{ij,kl}(\omega^*) = \alpha_{ik}(\omega^*) + \alpha_{jl}(\omega^*) - \left[ \alpha_{jk}(\omega^*) + \alpha_{il}(\omega^*) \right] \quad (11.26)
\]

we can convert equation (11.25) into:

\[
\begin{bmatrix}
\Delta \kappa_{ij} Y_{ij} \\
\alpha_{ij,kl}(\omega^*) + \Delta \kappa_{jk} Y_{jk} \\
\alpha_{ik,kl}(\omega^*)
\end{bmatrix}
\begin{bmatrix}
\alpha_{ij,kl}(\omega^*) \\
\alpha_{jk,kl}(\omega^*) \\
\alpha_{ik,kl}(\omega^*)
\end{bmatrix}

+ \Delta \kappa_{ik} Y_{ik}
\end{bmatrix}
\begin{bmatrix}
Y_{ij} \\
Y_{jk} \\
Y_{ik}
\end{bmatrix}
\]

or

\[
\begin{bmatrix}
\alpha_{ij,kl}(\omega^*) & \alpha_{ij,kl}(\omega^*) & \alpha_{ij,kl}(\omega^*) \\
\alpha_{jk,kl}(\omega^*) & \alpha_{jk,kl}(\omega^*) & \alpha_{jk,kl}(\omega^*) \\
\alpha_{ik,kl}(\omega^*) & \alpha_{ik,kl}(\omega^*) & \alpha_{ik,kl}(\omega^*)
\end{bmatrix}
\begin{bmatrix}
Y_{ij} \\
0 \\
0
\end{bmatrix}
\begin{bmatrix}
\Delta \kappa_{ij} \\
0 \\
0
\end{bmatrix}
= \begin{bmatrix}
Y_{ij} \\
Y_{jk} \\
Y_{ik}
\end{bmatrix}
\]

(11.27)

This is a set of simultaneous equations for stiffness modifications. The first matrix in the equation contains processed FRF data from the modified coordinates. These data are available from experimental modal testing. The \( Y \) vector and matrix contain elements from the subset of the mode shape for the modified structure. We can use the mode shape subset of the original structure to determine them. Alternatively, we can assign the values of the subset of the mode shape for the modified structure so that both the natural frequency and the mode shape subset will be modification.

### 11.5 Local structural modification by physical parameter changes

For a real engineering structure, a pure mass or stiffness change is often not practical. It is only realistic to change physical or design parameters such as thickness, diameter and length. For example, for a structure consisting of beams it is more realistic to change cross-sectional area at some locations than to change just stiffness. Such changes will modify both mass and stiffness properties locally. When a physical parameter causes linear changes on both mass and stiffness, we can rely on the theory we have developed so far for structural modification analysis. First, equation (11.4) can be transformed into:

\[
([\Delta K] - \omega^*2[\Delta M])\{Y\} = - ([K] - \omega^*2[M])\{Y\} \quad (11.29)
\]

Assume here matrices \([\Delta M]\) and \([\Delta K]\) are due to a physical parameter change \(\Delta p\) and they are its linear functions. Once the geometry and physical connectivity are known, it is possible to express the left side of equation (11.29) into:
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\[ ([\Delta K] - \omega^{*2}[\Delta M]) \{ Y \} = [C] \Delta p \]  \hspace{1cm} (11.30)

Then, we can estimate the parameter change \( \Delta p \) as:

\[ \Delta p = -([C]^T[C])^{-1}[C]^T([K] - \omega^{*2}[M]) \{ Y \} \]  \hspace{1cm} (11.31)

Use a 2-D truss structure as an example. The elemental mass and stiffness matrices of the truss between coordinates \( i \) and \( j \) are:

\[
[m_e^0] = \frac{\rho A_{ij} l}{6} \begin{bmatrix}
2 & 0 & 1 & 0 \\
0 & 2 & 0 & 1 \\
1 & 0 & 2 & 0 \\
0 & 1 & 0 & 2
\end{bmatrix}
\]  \hspace{1cm} (11.32)

and

\[
[k_e^0] = \frac{A_{ij} E}{l} \begin{bmatrix}
c^2 & cs & -c^2 & cs \\
-\rho s^2 & -cs & -s^2 & cs \\
-c^2 & -cs & e^2 & cs \\
-cs & -s^2 & cs & s^2
\end{bmatrix}
\]  \hspace{1cm} (11.33)

Here, \( c (= \cos \theta) \) and \( s (= \sin \theta) \) are related to the orientation angle \( \theta \) of the element. \( A_{ij}, E, l \) and \( \rho \) are respectively the cross-sectional area, elasticity modulus, length and mass density of the element. Select \( A_{ij} \) as the modification parameter. The mass and stiffness modification matrices for the element become:

\[
[\Delta m_{ij}] = \Delta A_{ij} \frac{\rho l}{6} \begin{bmatrix}
2 & 0 & 1 & 0 \\
0 & 2 & 0 & 1 \\
1 & 0 & 2 & 0 \\
0 & 1 & 0 & 2
\end{bmatrix}
\]  \hspace{1cm} (11.34)

\[
[\Delta k_{ij}] = \Delta A_{ij} \frac{E}{l} \begin{bmatrix}
c^2 & cs & -c^2 & cs \\
-\rho s^2 & -cs & -s^2 & cs \\
-c^2 & -cs & e^2 & cs \\
-cs & -s^2 & cs & s^2
\end{bmatrix}
\]  \hspace{1cm} (11.35)

Substitute the mass and stiffness modification matrices into equation (11.29), we will have

\[
\left[ \alpha^{*2} (\omega) \right]_{4 \times 4} \left[ \begin{array}{cccc}
2 & 0 & 1 & 0 \\
0 & 2 & 0 & 1 \\
1 & 0 & 2 & 0 \\
0 & 1 & 0 & 2
\end{array} \right] - \frac{E}{l} \begin{bmatrix}
c^2 & cs & -c^2 & cs \\
-\rho s^2 & -cs & -s^2 & cs \\
-c^2 & -cs & e^2 & cs \\
-cs & -s^2 & cs & s^2
\end{bmatrix} - \frac{1}{\Delta A_{ij}} [I]
\]

\times \{ y_{ij} \}_{4 \times 1} = \{ 0 \} \]  \hspace{1cm} (11.36)
We can identify that the change of $D$, denoted as $\Delta$, will cause quadratic mass change and quadruple bending stiffness change. Knowing the elemental matrices, the modification matrices will become respectively:

$$[\Delta m] = (D + \Delta)^2[\varepsilon] - D^2[\varepsilon] = \Delta^2[\varepsilon] + 2D\Delta[\varepsilon]$$

(11.37)

$$[\Delta k] = (D + \Delta)^4[\kappa] - D^4[\kappa] = \sum_{r=1}^{4} C_r D^{4-r} \Delta^r [\kappa]$$

(11.38)

Here, $C_r^4$ is a factorial function. Matrix $[\varepsilon]$ is the elemental mass matrix excluding diameter square and matrix $[\kappa]$ the elemental mass matrix excluding diameter quadrature.

In general, nonlinear mass and stiffness changes due to a physical parameter change, when substituted into equation (11.4), will lead to an equation in the following form:

$$\Delta^p[A]_p\{Y\} + \Delta^{p-1}[A]_{p-1}\{Y\} + \ldots + \Delta[A]_1\{Y\} + [I]\{Y\} = \{0\}$$

(11.39)

Here, matrices $[A]$ are made of both structural elemental matrices and FRF data. Using a state–space transformation, we can convert the equation into a conventional eigenvalue equation. Assume that:

$$\{Y\} = \{\Theta\} e^{\lambda t}$$

(11.40)

then

$$\{Y\}^{(r)} = \frac{\partial^r}{\partial t^r} \{Y\} = \Delta^r \{Y\}$$

(11.41)

Define a state–space vector as:

$$\{V\} = \{\{Y\}^{(p-1)} \{Y\}^{(p-2)} \ldots \{Y\}^{(0)}\}^T$$

(11.42)

equation (11.39) will become:

$$([A]_p [A]_{p-1} \ldots [A]_1)\{V\}^{(1)} + ([0] [0] \ldots [I])\{V\} = \{0\}$$

(11.43)
This equation, when appended with a number of equalities, forms the following eigenvalue equation:

\[
\begin{bmatrix}
[A]_p & [A]_{p-1} & [A]_{p-2} & \cdots & [A]_1 \\
[0] & [I] & [0] & \cdots & [0] \\
[0] & [0] & [I] & \cdots & [0] \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
[0] & [0] & [0] & \cdots & [0] \\
\end{bmatrix} \Delta \begin{bmatrix}
{V} \\
- {I} \\
0 \\
\vdots \\
0 \\
\end{bmatrix} + \begin{bmatrix}
[0] & [0] & [0] & \cdots & [I] \\
-[I] & [0] & [0] & \cdots & [0] \\
0 & - [I] & [0] & \cdots & [0] \\
0 & 0 & \cdots & - [I] & [0] \\
\end{bmatrix} {V} = \{0\}
\]

(11.44)

The physical parameter change \(\Delta\) is the eigenvalue of this solution. Only those eigenvalues which result in realistic diameter changes are acceptable.

### 11.6 Optimization of structural dynamic characteristics

The structural modification theory so far has served mainly for a simple purpose, i.e. to reposition a natural frequency of a structure or an anti-resonance of one of its selected load paths. As structural modification is used primarily for remedying excessive vibration of a dynamic structure, the theory suffices so long as the excitation force has a single frequency or a very narrow frequency band. The principle is either to move natural frequencies of a structure away from the excitation, or to move an anti-resonance to ‘match’ it. If excitation frequency is more than a very narrow range, moving a natural frequency does not help. A more creative application of the structural modification theory is needed in order to avoid excessive vibration.

#### 11.6.1 Fixing a resonance and an anti-resonance during modification

It is possible to fix a natural frequency of a structure or an anti-resonance of one of its FRFs. While being able to do so itself does not bear apparent significance, it enables us to proceed with some creative applications of structural modification described later in this section.

To understand the mechanism of how a natural frequency can be fixed during structural modification, we need to rewrite equation (11.4) as:

\[
([K] - \omega^*^2[M]){Y} + ([\Delta K] - \omega^*^2[\Delta M])\{Y\} = \{0\}
\]

(11.45)

It is obvious that if structural modifications \([\Delta K]\) and \([\Delta M]\) satisfy:

\[
([\Delta K] - \omega^*^2[\Delta M])\{Y\} = \{0\}
\]

(11.46)

then from equation (11.45) we know that this combination of modifications has no effect on natural frequency \(\omega^*\) of the original system and the corresponding mode shape \(\{Y\}\). Therefore, after the structure is modified by \([\Delta K]\) and \([\Delta M]\), the natural frequency \(\omega^*\) is fixed while other natural frequencies have changed.
As a simple example, let us consider a structure modified by attaching the sub-system illustrated in Figure 11.5.

![Figure 11.5 A sub-system consisting of two masses connected by a spring](image)

If this sub-system is to attach to two DoFs of the structure whose mode shape subset for the natural frequency $\omega^*$ is $\{y_1, y_2\}^T$, then equation (11.46) becomes:

$$
\begin{bmatrix}
  k & -k \\
  -k & k \\
\end{bmatrix}
\begin{bmatrix}
  m_1 \\
  m_2 \\
\end{bmatrix}
\begin{bmatrix}
  y_1 \\
  y_2 \\
\end{bmatrix}
- \omega^{*2}
\begin{bmatrix}
  y_1 \\
  y_2 \\
\end{bmatrix}
= \begin{bmatrix}
  0 \\
  0 \\
\end{bmatrix}
$$

(11.47)

or

$$
\begin{bmatrix}
  1 & -1 \\
  -1 & 1 \\
\end{bmatrix}
\begin{bmatrix}
  y_1 \\
  y_2 \\
\end{bmatrix}
- \omega^{*2}
\begin{bmatrix}
  y_1 \\
  y_2 \\
\end{bmatrix}
= \begin{bmatrix}
  0 \\
  0 \\
\end{bmatrix}
$$

(11.48)

This equation can only define the ratios among the unknowns ($m_1/k$ and $m_2/k$), leaving a scaling factor, $\gamma$, to be determined. The defined ratios ensure that once this sub-system is attached to the original system, it will change all natural frequencies but $\omega^*$. The factor $\gamma$ will be determined in the next step of structural modification analysis such as positioning a natural frequency.

Having explained the principle behind which a natural frequency can remain unchanged during modification, the question is now how to determine the structural modifications that will deliver such an outcome. Equation (11.46) can be transformed into:

$$
\begin{bmatrix}
  \Delta k_1 \\
  \vdots \\
  \Delta m_1 \\
  \vdots \\
\end{bmatrix}
= \begin{bmatrix}
  0 \\
\end{bmatrix}
$$

(11.49)

Here matrix $[A]$ is constructed from $\omega^*$, $\{Y\}$ and the connectivity matrices of the elements involved in $[\Delta K]$ and $[\Delta M]$. The non-trivial solution defines the mass and stiffness ratios of the modification system which will satisfy the requirement of ‘fixing’ the natural frequency $\omega^*$ of the original system during modification. Therefore, we have:

$$
\begin{bmatrix}
  \Delta k_1 \\
  \vdots \\
  \Delta m_1 \\
  \vdots \\
\end{bmatrix}
= \gamma
\begin{bmatrix}
  \kappa_1 \\
  \vdots \\
  \epsilon_1 \\
  \vdots \\
\end{bmatrix}
$$

(11.50)

or

$$
[\Delta K] = \gamma \begin{bmatrix} \kappa \end{bmatrix}
$$

(11.51)

$$
[\Delta M] = \gamma \begin{bmatrix} \epsilon \end{bmatrix}
$$

(11.52)

where $\gamma$ is unknown. Equation (11.45) can be recast as:
Modal Analysis

\[-[\alpha(\omega^*)] \gamma([\kappa] - \omega^*^2[\varepsilon])\{Y\} = \{Y\} \quad (11.53)\]

or

\[\left( [\alpha(\omega^*)]([\kappa] - \omega^*^2[\varepsilon]) - \frac{1}{\gamma} [I] \right)\{Y\} = \{0\} \quad (11.54)\]

Here, \(\omega^*\) is a natural frequency of the modified system. The real eigenvalues of \(\frac{1}{\gamma}\) can be used in equations (11.51) and (11.52) to fully determine the modification matrices \([\Delta K]\) and \([\Delta M]\). Only those matrices which do not cause unrealistic changes to the original system are deemed to be feasible modifications. If no real eigenvalues are found from equation (11.54), then it suggests that no mass and stiffness combinations for the selected modification elements (such as the one in Figure 11.5) is able to fix the natural frequency \(\omega^*\) during modification.

11.6.2 Pole–zero cancellation

A pole–zero cancellation is a term originated from control engineering. In vibration engineering, the poles of a frequency response function are the natural frequencies of the system and the zeros are its anti-resonances. A pole–zero cancellation here means the neutralization of a resonance by an anti-resonance thus creating a nodal point for a particular FRF. For many dynamic structures, the real interest of reducing vibration lies only on selected locations rather than the whole structure itself. For example, for a lathe, vibration of the tool carriage and the chattering during the cutting operation is more important than vibration of other parts of the machine. A successful pole–zero cancellation can reduce dramatically vibration levels in critical parts of a structure.

Since the analysis in this chapter has enabled us to reposition a resonance or an anti-resonance, it seems that pole–zero cancellation can be realized either by fixing a resonance and moving an anti-resonance to meet it, or by the reversed process. However, the former is a fallacy. Fixing a resonance during structural modification means physically preserving both the natural frequency and the mode shape. If by fixing a resonance we can succeed in creating a pole–zero cancellation, then we have made a nodal point on the mode shape. This contradicts to the assumption of preserving the mode shape. Therefore, the latter strategy of moving a resonance to cancel a fixed anti-resonance should be used.

11.6.3 Creation of a frequency range of no resonance

A frequency range with no resonance can be very useful for a real structure with a constant frequency range of excitation. By moving all natural frequencies of the structure outside of the excitation frequency range, we can be assured that excessive resonant vibration does not occur.
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System identification using neural network

12.1 Introduction

An artificial neural network is a network made of a large quantity of simple interconnected processing elements analogous to neurons in the human brain. This network is based on the understanding of the neuromorphic structure, functioning and information process capability of the brain. The research of neural network can be dated back to the 1940s when a psychologist and a mathematician summarized the basic neuromorphic characteristics of biological neurons and mathematically described a structural model of a neuron known as the M–P (McCulloch and Pitts) model. This effort heralded a new era of neural science research. The study of artificial neural network and its engineering application can be traced back respectively to the 1960s and 1980s. Neural network is now beginning to permeate through many engineering disciplines, including structural dynamics and modal analysis. It has found applications in pattern recognition, intelligence control, signal and graphics process, system identification, nonlinear optimization, vibration control, information process and market prediction.

A neural network imitates biological nervous systems. It achieves computational performance by dense interconnection of very simple computational elements. It is nevertheless not a replica of the nervous system in the human brain. It is generally thought that a neural network is a highly sophisticated nonlinear dynamic system. Although each neuron is primitive both in architecture and in function, a network comprising many neurons is intricate. In addition to its nonlinear nature, neural network is a signal processing system. The inherent dynamic process can be classified as a fast process and a slow process. The former is a numerical process to evolve to an equilibrium status with given inputs. The latter is a learning process where the values of the connective weights between neurons are initialized and adjusted according to the environment. After learning, environmental information is stored on the connective weights which have memory capacity.

Neural network can be divided into two types: supervised and unsupervised. A supervised network is given both inputs and desired outputs and adjusts its weights until the errors between its outputs and the desired reach a predefined bound. An unsupervised network is used for clustering problems when the correct output is known. Its weights are adjusted using predefined criteria until the network has performed a classification.
Modal Analysis

A neural network has dual functions of information storage and information process. Its operation is a process of transferring data from the input to the output. Through that, storage and calculation are performed.

System identification is an essential means of studying the dynamic characteristics of a system. For a linear dynamic system, there have been a number of effective identification methods. For a nonlinear system, however, few effective methods are available. Some existing methods which require prior knowledge or rely on assumptions, may only work for specific types of nonlinearities. A main difficulty in dealing with a nonlinear system lies in finding a reliable mathematical model for it. Without a model, it is usually impossible to proceed with system identification. Neural network does not rely on a preconceived mathematical model or even the number of parameters. Owing to its learning ability and its nonlinear nature, neural network is well suited for nonlinear system identification. The network trains itself from the input–output data of the system to be identified and adjust the weight values. Thus, the trained network reflects the input–output characteristics of the system it intends to represent.

12.2 Neural network model

The neuron model, topology and network algorithm together determine the characteristics of a neural network. They are known as the three elements of a neural network. A neuron is the basic element of a network. The topology of the network reflects the interconnection of the neurons in it. The algorithm determines the way different parts of a network learn and process information.

12.2.1 Neuron

A neuron is the basic constituent and process element in a neural network. Depending on the nature of the problem, the neuron can be given different meanings, such as property, symbol, word, or concept. A basic structure of a neuron is shown in Figure 12.1.

![Figure 12.1 Model of a single neuron](image)

Signals $x_1, x_2, \ldots, x_n$ are the inputs of the neuron. They can be the outputs from other neurons. Signals $w_{i1}, w_{i2}, \ldots, w_{in}$ are the connective weights between the $i$th neuron and other neurons. They reflects the extent of information exchange among...
neurons. Connections between neurons are not merely a channel of information transfer. There is a weighting coefficient between a pair of neurons that is able to provide synapse strength, similar to what happens to the neurons in a biological nerve system. It can strengthen or weaken the impact of the output of one neuron to the downstream one. This weighting coefficient is called weight (or connection strength, synapse strength). The total input to a neuron is the weighted outputs from other neurons to it, namely:

$$I_i = \sum_{j=1}^{n} x_j w_{ij}$$  \hspace{1cm} (12.1)$$

The neuron cannot produce output until the total input exceeds a certain value, vitalizing the neuron. This value is the threshold of the neuron and is denoted as $\theta_i$. Let:

$$s_i = \sum_{j=1}^{n} x_i w_{ij} - \theta_i$$  \hspace{1cm} (12.2)$$

Then the active value of a neuron is $u_i = g(s_i)$ where $g$ is a continuous function. Usually, we let $g(s_i) = s_i$. Assume $y_i$ is the output of the $i$th neuron. It is a nonlinear function of the neuron’s active value and can be expressed as:

$$y_i = f(u_i) = f\left(\sum_{j=1}^{n} x_i w_{ij} - \theta_i\right)$$  \hspace{1cm} (12.3)$$

The function $f$ in this equation is the activation function of the neuron. It is commonly seen in three forms; threshold form, piecewise form or $S$ form, as shown in Figure 12.2.

![Activation functions of neurons](image-url)

**Figure 12.2** Activation functions of neurons

A special type of $S$ form is sigmoid function. Analytically, it is defined as:

$$f(u) = \frac{1}{1 + e^{-u}}$$  \hspace{1cm} (12.4)$$

This is a continuous and differentiable function. It emulates the saturation characteristics of a neuron. It enables a neuron to possess a strong capacity of nonlinear mapping.

### 12.2.2 Topological structure of neural network

The interconnection pattern of neurons in a neural network demonstrates the architecture of the network and dictates its functionality. The architecture has been evolving and
improving. The original pattern had only input and output layers. This type of network is primitive in structure and limited in functionality. A hidden layer (or even several hidden layers) was later introduced. This greatly enhanced the functionality of the neural network. The connection among different neuron layers in a neural network can take various forms. Depending on the connection, a neural network’s architecture can be categorized as:

(1) Feedforward multi-layer neural network (Figure 12.3a): the information is transferred unidirectionally from input layer, hidden layer to output layer. This type of network is a static mapping network. It can be used to emulate nonlinear mapping and to facilitate identification of nonlinear systems.

(2) Feedforward network with feedback between output and input layers (Figure 12.3b): this network is a dynamic one because of its built-in feedback character. The information transfer within the network is a dynamic process. This network can be used to store certain pattern series.

(3) Feedforward network with connections among neurons on the same layer (Figure 12.3c).

(4) Network with possible connections among neurons (Figure 12.3d).

12.2.3 Learning algorithm of a neural network

A neural network can become a useful system only after learning. The learning is a process of satisfying the weightings of the network. It relies on a set of sample data (usually a set of measurement data) to adjust the weightings in order to satisfy given output error criteria. When the output error is below a specified value, learning is completed. The network is now seen as best representing the characteristics of the system under study.

There are different algorithms a neural network can use to learn. One learning algorithm is based on the Hebb rule of weighting adjustment. The Hebb rule basically
states that if two neurons are both highly excited, then the weighting for the mutual connection should be strengthened. The Hopfield network adopts this rule. Another algorithm is based on steepest decent method. The weighting adjustment is a gradual process of optimization. This category includes the δ rule, the generalized δ rule and the Boltzman machine learning rule. The δ rule follows that the weighting adjustment should be proportional to the error. The generalized δ rule dilates the δ rule. The back propagation (BP) network adopts a learning algorithm based on the generalized δ rule. The Boltzman random learning rule replaces the generalized δ rule with a statistical method called simulated annealing. It is more suitable for multi-layer neural networks. The steepest decent method is a slow learning method and is susceptible to being trapped on local minima. Another learning method is called self-regulated learning. The network self-adjusts itself during the learning and approaches the characteristics encapsulated within data samples.

Presently, neural networks used for system identification are often multi-layer feedforward networks. The learning method is largely based on the generalized δ rule. The BP network is a widely used network of this type. Its algorithm is simple and effective. The BP network is introduced below. Other types of networks can be found in the literature.

### 12.3 BP network and its algorithm

A BP network is a back propagation, feedforward, multi-layer network. Its weighting adjustment is based on the generalized δ rule. In the following, details of a BP network, back propagation and the generalized δ rule will be studied.

The structure of a BP network is shown in Figure 12.4. The network consists of an input layer, several hidden layers (only two shown in the figure) and an output layer. The input layer comprises $n$ neurons and the output layer $m$ neurons. The two hidden layers have $r$ and $s$ neurons, respectively. This network is a mapping from $\mathbb{R}^n$ space to $\mathbb{R}^m$ space. The complexity of the mapping depends on the hidden layers. Neurons on adjacent layers may be connected but neurons on the same layer do not connect. This network is capable of nonlinear mapping. It can be used to approach a continuous mathematical function on a compact set with any given precision.

![Figure 12.4 Structure of BP network](image-url)
Modal Analysis

As shown in Figure 12.4, \( x(l), l = 1, 2, \ldots, n \), are the inputs of the network. It is customary to think that the inputs and outputs of the neurons on the network input layer are the same. \( h_1(i), i = 1, 2, \ldots, r \), are the outputs of the neurons on the first hidden layer. \( \theta(i) \) are corresponding thresholds of these neurons. \( w_{li} \) is the weighting between neurons \( l \) and \( i \). Let \( y(k), k = 1, 2, \ldots, m \), be the outputs of the neurons on the output layer, \( \theta(k) \) be their thresholds and \( w_{kj} \) the weighting between neurons \( k \) and \( j \). Assume the nonlinear functions of layers (excluding the output layer) are \( S \) functions, as given in equation (12.4).

First, the network needs to be trained. Training needs samples of measurement input and output data from a real system. Assume the learning samples are \( \{(X_p, Y_p), X \in R^n, Y \in R^m, p = 1, 2, \ldots, N\} \). There are then \( N \) input–output data samples for training the network. Take one sample \( (X_p, Y_p) \) where \( X_p = (x_1^p, x_2^p, \ldots, x_n^p) \) and \( Y_p = (y_1^p, y_2^p, \ldots, y_m^p) \). If the output of the network due to input \( X_p \) are \( Y_p = (y_1^p, y_2^p, \ldots, y_m^p) \), then error \( Y_p - Y_p \) exists between the anticipated output \( Y_p \) and the actual output \( Y_p \). The total mean square errors will be:

\[
e_p = \frac{1}{2} \sum_{k=1}^{m} (y_k^p - \bar{y}_k^p)^2 \tag{12.5}
\]

For the whole sample space, the total error will be

\[
E = \sum_{p=1}^{N} e_p \tag{12.6}
\]

The learning process of the network is to adjust the weightings in order to minimize the error \( E \). In other words, the aim is to make the system outputs approach the actual outputs. As the error becomes less than the allowable level, network learning is completed. After this process, the network is at its best to represent the real system. Subsequent adjustment of weightings is then based on the steepest decent method. The gradient of a weighting to the error is defined as:

\[
G = \frac{\partial E}{\partial w} = \sum_{p=1}^{N} \frac{\partial e_p}{\partial w} \tag{12.7}
\]

Here \( w \) is one of the network weightings \( w_{li}, w_{ji}, w_{kj} \) or one of their thresholds \( \theta(i), \theta(j) \) or \( \theta(k) \). In the following, the analysis of gradients with respect to different weightings is given. For the sake of simplicity, the subscript ‘\( p \)’ is omitted.

The output of neuron \( k \) on the output layer is given as:

\[
y_k = f(u(k)) \quad u(k) = \sum_{j=1}^{s} w_{kj} h_2(j) - \theta(k) \quad k = 1, 2, \ldots, m \tag{12.8}
\]

The output of neuron \( j \) on the second hidden layer is given as:

\[
h_2(j) = f(u(j)) \quad u(j) = \sum_{i=1}^{r} w_{ji} h_1(i) - \theta(j) \quad j = 1, 2, \ldots, s \tag{12.9}
\]

The output of neuron \( i \) on the first hidden layer is given as:

\[
h_1(i) = f(u(i)) \quad u(i) = \sum_{l=1}^{n} w_{li} x(l) - \theta(i) \quad i = 1, 2, \ldots, r \tag{12.10}
\]
From equation (12.8) we have:

$$\frac{\partial e}{\partial w_{kj}} = \frac{\partial e}{\partial y(k)} \frac{\partial y(k)}{\partial u(k)} \frac{\partial u(k)}{\partial w_{kj}} = (y_k - \bar{y}_k) f'_u(k) h_2(j)$$

(12.11)

Here, $f'_u(k)$ is the first derivative of function $f(u(k))$ with respect to $u(k)$. Substituting equation (12.9) leads to:

$$\frac{\partial e}{\partial w_{ji}} = \frac{\partial e}{\partial h_2(j)} f'_u(j) \frac{\partial u(j)}{\partial w_{ji}} = \sum_{k=1}^{m} \frac{\partial e}{\partial y(k)} \frac{\partial y(k)}{\partial h_2(j)} f'_u(j) \frac{\partial u(j)}{\partial w_{ji}}$$

$$= \sum_{k=1}^{m} (y_k - \bar{y}_k) f'_u(k) w_{kj} f'_u(j) h_1(j)$$

(12.12)

Note that

$$\delta_k = (y_k - \bar{y}_k) f'_u(k), \quad \delta_j = \sum_{k=1}^{m} \delta_k w_{kj} f'_u(j)$$

(12.13a, b)

Equations (12.11) and (12.12) can then be recast into:

$$\frac{\partial e}{\partial w_{kj}} = \delta_k h_2(j)$$

(12.14)

$$\frac{\partial e}{\partial w_{ji}} = \delta_j h_1(i)$$

(12.15)

From equation (12.10) we have:

$$\frac{\partial e}{\partial w_{il}} = \frac{\partial e}{\partial h_1(j)} \frac{\partial h_1(j)}{\partial u(i)} \frac{\partial u(i)}{\partial w_{il}} = \sum_{j=1}^{s} \frac{\partial e}{\partial h_2(j)} \frac{\partial h_2(j)}{\partial u(i)} \frac{\partial u(i)}{\partial h_1(i)} \frac{\partial h_1(i)}{\partial u(i)} \frac{\partial u(i)}{\partial w_{il}}$$

$$= \sum_{j=1}^{s} \delta_j w_{ji} f'_u(i) x(l)$$

(12.16)

Because

$$\delta_i = \sum_{j=1}^{s} \delta_j w_{ji} f'_u(i),$$

(12.17)

equation (12.16) can be rewritten as:

$$\frac{\partial e}{\partial w_{il}} = \delta_i x(l)$$

(12.18)

Here, $\delta_k$, $\delta_j$, and $\delta_i$ are the output errors of the output layer and hidden layers. From equations (12.13) and (12.17), it is found that errors propagate backwards. This is called the back propagation of errors. The BP network is known from the abbreviation. Equations (12.14), (12.15) and (12.18) are the estimators for error gradients.

Gradients of thresholds

$$\frac{\partial e}{\partial \theta(k)}, \frac{\partial e}{\partial \theta(j)}$$

and

$$\frac{\partial e}{\partial \theta(i)}$$

can be estimated likewise, leading to:

$$\frac{\partial e}{\partial \theta(k)} = -\delta_k$$

(12.19)

$$\frac{\partial e}{\partial \theta(j)} = -\delta_j$$

(12.20)
The total error gradient is estimated by equation (12.7). The adjustments of the weightings and their thresholds are given as:

\[
\begin{align*}
\Delta w_{kj} &= -\eta G_{kj}, \quad \Delta w_{ji} = -\eta G_{ji}, \quad \Delta w_{il} = -\eta G_{il} \\
\Delta \theta (k) &= -\eta G(k), \quad \Delta \theta (j) = -\eta G(j), \quad \Delta \theta (i) = -\eta G(i)
\end{align*}
\]

Here, \(\eta\) is the learning step. The adjustment outlined in equations (12.22) and (12.23) is known as the generalized \(\delta\) rule. It is important to select a reasonable step. A fine step leads to a lengthy learning process while a coarse step may be susceptible to instability or diversion. To improve the stability and accelerate learning, a weighted adjustment can be used. This means:

\[
\Delta w_{\text{new}} = -\eta G + \alpha \Delta w_{\text{old}}
\]

Here, \(\Delta w_{\text{new}}\) is the present adjustment for weighting or for threshold while \(\Delta w_{\text{old}}\) is the immediate past value of its counterpart. \(\alpha\) is a dynamic coefficient. It takes value in the range \(\alpha = 0 \sim 1\). \(G\) is the same as in equation (12.7).

The BP algorithm can be summarized by the steps below:

1. Initialize all weightings and thresholds. Let sample number \(p\) be 1 and gradient \(G\) be 0.
2. Feed sample \(p\) to the neural network and estimate the output of each layer.
3. Calculate total error and update \(G\) using (12.13), (12.17), (12.14), (12.15) and (12.18).
4. Let \(p + 1\) sample replace sample \(p\). If \(p < N + 1\), repeat from 2.
5. Properly select \(\eta\) and \(\alpha\). Use equation (12.24) to estimate the adjustment for connective weights and thresholds.
6. Update connective weights and thresholds and recalculate the network output and total error \(E\).
7. If \(E > \varepsilon\) (allowable error), reset \(p = 1\), \(G = 0\) and repeat from 2.
8. If \(E < \varepsilon\), stop learning.

The above is the basics of a neural network. In the following section, we will introduce the application of neural network in the nonlinear system identification.

### 12.4 Application of neural network in nonlinear system identification

The essence of using neural network for system identification is to find a neural network model that closely resembles the real system. As a result, with the same input, the neural network model should produce similar output as the real system does within a defined error range. Figure 12.5 illustrates the principle of system identification using neural network. In the figure, ANN stands for Artificial Neural Network. \(x(k)\) and \(\tilde{y}(k)\) are the input and output of the real system. \((k)\) is the output of the neural network. TDL stands for Tapped Delay Line. It provides a phase
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delay for a signal. With the same input, the difference between the outputs of the real system and the network is the error $e(k)$. According to the introduction of BP network, the network can update itself from a learning process until the error falls within a specified range. On its completion, the input–output characteristics of the network should resemble that of the real system. The neural network model can then be used as the model for the system for further applications.

When using neural network for system identification, the following characteristics should be noted.

1. There is no need to establish a mathematical model for the real system since it is seen like a ‘black box’. Only the input–output relationship is studied. Model parameters are reflected by the connective weights of the network. Network learning is done using the input–output data samples of the real system. No consideration is given to the internal structure of the system. The network learns the overall dynamic characteristics of the system. This is particularly useful for nonlinear system identification since it is usually difficult to establish a mathematical model for such a system.

2. The convergence rate of the identification does not depend upon the dimension of the system. It is dictated only by the network structure and the learning algorithm adopted.

3. Neural network as an identification model is a physical realization of a real system. It can be used for online control.

In addition, issues which require special attention for modal analysis related system identification are listed below.

1. The selection of neural network structure is based on a compromise between the identification accuracy and the complexity of the network. Simple network structure yields low accuracy of identification while complicated network structure leads to lengthy learning time. Usually, several simulative experiments or other means are needed to determine the network of optimal structure that would satisfy identification accuracy.

Figure 12.5 System identification with neural network
(2) The excitation of a system should be broad band for the sake of training the network using the measured data. It should ideally excite all modes of the system. This is usually unattainable but it is reasonable to design the input to cover the frequency range of interest so that the trained network is useful for that range.

(3) Always use static neural network for system identification. If the input signals in the network contains feedback components, they will complicate the identification algorithm.

According to the different way of learning, the network model can be classified as the series–parallel model (as shown in Figure 12.5) and the parallel model (shown in Figure 12.6). The series–parallel model does not have feedback inputs. The parallel model does. It uses the real system’s input and the output feedback of the network as the inputs of the network. These two models have their pros and cons. The series–parallel model converges fast and the convergence is usually assured. However, after learning, it needs the real system’s output as its input. This limits its application. The parallel network relies on itself after learning. The output depends on its own input. However, the convergence is not assured. To take the advantages of both models, it is customary to use the series–parallel model at the learning stage to adjust connective weights and then use these values as the initial values for a serial network to conduct its learning. Experience has shown that this hybrid method can lead to speedy convergence to ideal connective weights.

The mathematical model of a series–parallel model can be outlined by the following equation:

\[
y(k + 1) = f(\bar{y}(k), \bar{y}(k - 1), \ldots, \bar{y}(k - n_+ + 1), x(k), x(k - 1), \ldots, x(k - m + 1))
\]

(12.25)

The equation for the mathematical model of a parallel model is given as:

\[
y(k + 1) = f(y(k), y(k - 1), \ldots, y(k - n_+ + 1), x(k), x(k - 1), \ldots, x(k - m + 1))
\]

(12.26)
12.5 Examples of using neural network for system identification

In the following, a number of examples are given to demonstrate the application of neural network on nonlinear system identification.

Example 1
Use neural network to identify the nonlinear dynamic characteristics of an SDoF vibratory system governed by the following equation of motion:

$$m\ddot{x} + c\dot{x} + kx + p(x, \dot{x}) = f(t)$$

(12.27)

Here, $m$, $c$, $k$ are mass, damping and stiffness of the system. $f(t)$ is the excitation force and $p(x, \dot{x})$ is an unknown nonlinear term.

Solution
Usually, a solution with a nonlinear term involves definition of a nonlinear mathematical model based on some assumptions. For a complicated nonlinear system, it is often impossible to find such a mathematical model. System identification using neural network does not rely on a mathematical model. The system is treated as a ‘black box’. The identified overall linear or nonlinear system characteristics are the objectives.

Let $\dot{x} = y$. Equation (12.27) becomes:

$$\begin{cases}
\dot{x} = y \\
\dot{y} = \frac{1}{m} (f(t) - cy - kx - p(x, y))
\end{cases}$$

(12.28)

Using the regressive Euler formula, equation (12.28) can be expressed using finite difference as:

$$\begin{cases}
x(n + 1) = x(n) + y(n)\Delta t \\
y(n + 1) = y(n) + \frac{\Delta t}{m} (f(t_n) - cy(n) - kx(n)) - \frac{\Delta t}{m} p(x(n), y(n))
\end{cases}$$

(12.29)

Here, $n$ is the sampling time. Let:

$$\tilde{y}(n + 1) = y(n) + \frac{\Delta t}{m} (f(t_n) - cy(n) - kx(n))$$

(12.30)

Equation (12.29) can be recast as:

$$\begin{cases}
x(n + 1) = x(n) + y(n)\Delta t \\
y(n + 1) = \tilde{y}(n + 1) - \frac{\Delta t}{m} p(x(n), y(n))
\end{cases}$$

(12.31)

Equation (12.31) shows that the system consists of linear and nonlinear parts. Design the structure of the neural network as shown in Figure 12.7. It consists of a linear network and a nonlinear network, as framed by dotted lines in the figure.

If the system parameters $m$, $c$, $k$ are known, then the connective weights of the linear network can be computed using equations (12.30) and (12.31). As shown in the figure, the values $x(n + 1)$ and $\tilde{y}(n + 1)$ can be obtained from values at the last
sampling moment, namely \( x(n), y(n), f(t_n) \). The nonlinear network is used to identify the nonlinear characteristics of the system. The connective weights of this network are obtained through learning. \( y(n + 1) \) can be estimated using equation (12.31). The feedforward algorithm of the nonlinear network can be computed using:

\[
h_i = f\left( \sum_{i=1}^{2} O_i w_{il} - \theta_i \right)
\]

(12.32)

Here, \( i \) denotes the \( i \)th neuron on the hidden layer, \( w_{il} \) is the connective weight between the neuron on the input layer and the neuron on the hidden layer, \( O_i \) is the output of the neuron on the output layer. As \( i = 1 \), \( O_i = x(n) \). As \( i = 2 \), \( O_i = y(n) \). The output from the output layer is quantified as:

\[
p(n) = f\left( \sum_{i=1}^{r} h_i w_{ki} - \theta_k \right) \quad k = 1
\]

(12.33)

Here, \( r \) is the number of neurons on the hidden layer. \( w_{ki} \) is the connective weight between the neuron on the hidden layer and that on the output layer. Function \( f \) is a sigmoidal function.

The data samples for learning are from the input and output relationship of the real system. The learning takes place for data sampled at each moment. For example, at moment \( n \), the sample data are \( x(n), y(n), f(t_n) \). Using equations (12.30) to (12.33), the output of the network moment \( n + 1 \) will be:

\[
y(n + 1) = \tilde{y}(n + 1) - \frac{\Delta t}{m} p(n)
\]

(12.34)

Assume the error between the output of the network and that of the system is \( E \). Then:

\[
E = \frac{1}{2} \sum_{n=1}^{M} \left( y(n + 1) - \tilde{y}(n + 1) \right)^2
\]

(12.35)

Here, \( M \) is the total number of samples. If \( E \) is greater than the allowable value, then the connective weights and thresholds are updated using the BP network algorithm. This is repeated with the following formulae:
System identification using neural network

\[ w_{ki}^{\text{new}} = w_{ki}^{\text{old}} - \eta \frac{\partial E}{\partial w_{ki}} \]
\[ = w_{ki}^{\text{old}} - \eta \sum_{n=1}^{M} e(n + 1) \left( -\frac{\Delta t}{m} \right) p(n)(1 - p(n))h_i \quad k = 1 \]  
(12.36a)

\[ w_{il}^{\text{new}} = w_{il}^{\text{old}} - \eta \frac{\partial E}{\partial w_{il}} \]
\[ = w_{il}^{\text{old}} - \eta \sum_{n=1}^{M} e(n + 1) \left( -\frac{\Delta t}{m} \right) p(n)(1 - p(n))w_{ki}h_i(1 - h_i)O_l(n) \]
(12.36b)

\[ \theta_{ki}^{\text{new}} = \theta_{ki}^{\text{old}} - \eta \frac{\partial E}{\partial \theta_{ki}} \]
\[ = \theta_{ki}^{\text{old}} - \eta \sum_{n=1}^{M} e(n + 1) \left( -\frac{\Delta t}{m} \right) p(n)(1 - p(n)) \quad k = 1 \]  
(12.36c)

\[ \theta_{il}^{\text{new}} = \theta_{il}^{\text{old}} - \eta \frac{\partial E}{\partial \theta_{il}} \]
\[ = \theta_{il}^{\text{old}} - \eta \sum_{n=1}^{M} e(n + 1) \left( -\frac{\Delta t}{m} \right) p(n)(1 - p(n))w_{ki}h_i(1 - h_i) \]  
(12.36d)

Here, \( e(n + 1) = y(n + 1) - \tilde{y}(n + 1) \) is the output error at moment \( n + 1 \).

Now let us see the numerical part of this example. Assume the nonlinear term \( p(x, \dot{x}) \) is a known function. Using the 4th order Ronger–Khutta algorithm, a group of samples can be generated. These samples can then be used to train the nonlinear neural network until it is able to represent the dynamic characteristics. Let \( c/m = 1000 \, \text{(N.s)}/(\text{m.kg}) \), \( k/m = 120 \, 000 \, \text{N}/(\text{m.kg}) \), \( f/m = 100 \, 000 \, \sin(314t) \, \text{N/kg} \). Assume the nonlinear term is \( p = 100 \, 000x^3 \). The system has a hardening stiffness. Use five hidden layers. The learning step is set to be \( \eta = 0.7 \). One hundred samples are used (\( M = 100 \)). After 2000 learning steps, the error range is \( E < 0.012 \). After completion, the identified nonlinear characteristics are shown in Figure 12.8.

![Figure 12.8 Nonlinear stiffness identification: 1 – true value, 2 – identified value](image-url)
As a different case, assume the nonlinear term is $p = 10000\dot{x}^2$ so that the system has nonlinear damping. The identification results are shown in Figure 12.9. The trained neural network can now be used as the dynamic model of the system. With given initial conditions $(x(0), \dot{x}(0))$, the system response is given in Figure 12.10. From Figures 12.8, 12.9 and 12.10, it is evident that the nonlinear characteristics and dynamic response of the neural network match well with that of the system.

\[ \text{Figure 12.9 Nonlinear damping identification: 1 – true value, 2 – identified value} \]

\[ \text{Figure 12.10 Response of the neural network (solid) and that of the system (dotted)} \]

**Example 2**
Consider the identification of a cantilever plate as a smart structure. The plate consists of ten layers of Fiberite – E9134B. The dimensions are $265 \times 40.5 \times 1$ (mm). A PZT actuator with a dimension of $120 \times 30 \times 0.3$ (mm) is buried between layers 2, 3, 4 and 7, 8, 9 for the purpose of exciting and controlling the vibration of the plate. A piezoelectric sensor with a dimension of $12.5 \times 25 \times 0.3$ (mm) is also buried between layers 7, 8 and 9 to measure the vibration of the plate. Figure 12.11 shows the cross-section of the plate. The dynamic properties of the plate are given in Table 12.1.

This multi-layer composite plate is highly nonlinear. A neural network can be used to establish its nonlinear input–output relationship. Using three layers of a series–parallel network model with neuron numbers being 6, 7 and 2, the identification structure can be shown in Figure 12.11.

In the experiment, the plate was excited by the PZT actuator excited by a random signal of ±9 V. The acceleration signal was measured by the accelerometer and was
integrated once and twice to yield velocity and displacement signals. In order to establish the nonlinear input–output model of the plate for the first two modes at 10 Hz and 51.1 Hz, respectively, the velocity and displacement signals at the free end of the plate and the voltage signal of the PZT actuator were used as the input for the neural network. The outputs will be \( x(k–2), x(k–1), \dot{x}(k–2), \dot{x}(k–1), u(k–2), u(k–1) \). The sampling frequency is 100 Hz and duration 10 seconds. The BP algorithm was used for learning. After the learning, the output of the plate matches well with that from measurement (see Figure 12.13).

Using the neural network model, we are able to predict the output of the plate with any given excitation and to design the vibration control for the composite plate.

---

**Figure 12.11** The cross-section of the composite laminated smart structure

**Table 12.1** Mechanical properties of the unidirectional laminates (S-glass/epoxy)

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( E_1 )</td>
<td>55.55 GPa</td>
</tr>
<tr>
<td>( E_2 )</td>
<td>25.90 GPa</td>
</tr>
<tr>
<td>( G_{12} )</td>
<td>7.70 GPa</td>
</tr>
<tr>
<td>( G_{13} )</td>
<td>7.70 GPa</td>
</tr>
<tr>
<td>( \gamma_{12} )</td>
<td>0.26</td>
</tr>
<tr>
<td>( \rho )</td>
<td>1881 kg/m(^2)</td>
</tr>
</tbody>
</table>

**Figure 12.12** System identification of the smart structure by batch learning
Figure 12.13 Comparison of the time responses between the smart structure and the identified neural network model under random excitation: (a) tip displacement and (b) tip velocity.

For more applications of neural network in modal analysis, readers may refer to the literature list at the end of this chapter.
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Applications of modal analysis on real structures

13.1 Introduction

The development of experimental modal analysis as a new technology is propelled by its ability to offer quick and effective solutions to real life engineering problems. Along with the development of modern computer technology, experimental modal analysis has become the main tool for solving complicated structural vibration problems. For an existing engineering structure, it provides vital information on its dynamic behaviour, thus permitting intelligent solutions to vibration problems the structure may be experiencing.

For product design, the inclusion of modal analysis changes the fundamental philosophy from static design to a combined static and dynamic design. The analysis of the computer model of a product enables us to identify potential dynamic problems of the structure and determine possible design solutions. In so doing, reliability and safety of the manufactured product can be better assured.

The application of modal analysis is not limited to a specific engineering discipline. In recent years, extensive applications have been found in aerospace engineering, acoustical engineering, mechanical engineering, civil engineering, automotive engineering, ship building, mining, manufacturing, nuclear power plants, transportation, weapon systems and building engineering. Modal analysis and finite element analysis have become two pillars in modern structural dynamics.

This chapter presents the reader with a number of practical application cases of using modal analysis to solve vibration problems.

13.2 Modal analysis of a car chassis

The automotive industry has been one of the biggest users of modal analysis technology. The application of modal analysis ranges from simple chassis, suspension systems, driver’s seats to whole vehicle analysis and optimal design.

The modal behaviour of a car chassis is essential information for the dynamic analysis of the whole vehicle. This application is to use modal analysis technology to study the vibration behaviour of the chassis. The modal testing was carried out by suspending the chassis with a number of rubber springs, as shown in Figure 13.1.
This was to simulate the free–free boundary conditions of the structure so that the modal information of the chassis alone could be derived. Sinusoidal excitation was used to provide sufficient input energy to excite the chassis. The shaker was also suspended in order to avoid introducing physical constraints to the chassis during the excitation.

![Figure 13.1](image1.png)

**Figure 13.1** A diagram for the boundary conditions of a car chassis for testing

Such a suspension of the structure ensures that the rigid body modes of the supported chassis in both vertical bending and torsional directions are less than 1 Hz, which is much less than the first natural frequency of the chassis. For a modal analysis with sinusoidal excitation, the measurement system can be shown in Figure 13.2.

![Figure 13.2](image2.png)

**Figure 13.2** Measurement set-up for modal testing of a car chassis

The sinusoidal excitation swept from 5 Hz to 100 Hz. Figure 13.3 shows the amplitude and phase of the point frequency response function at the excitation point. The real and imaginary parts of the accelerance of this point FRF are shown in Figure 13.4.

Within the measured frequency range, we note that vibration modes of the chassis cram together as frequency increases. For example, between 81 Hz and 83 Hz, there appears to have more than one mode. Figure 13.5 shows the FRF data and the Nyquist plot with this frequency range.

The main vibration modes of the chassis are derived from the modal analysis of the measured FRF data and are presented in Table 13.1.
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Figure 13.3 Amplitude and phase of the point FRF (receptance)

Figure 13.4 The real and imaginary parts of the point FRF (accelerance)

Figure 13.5 Zoomed-in point FRF and the Nyquist plot
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Table 13.1 Identified vibration modes of the tested chassis

<table>
<thead>
<tr>
<th>Mode number</th>
<th>Natural Freq. $\omega_r$ (Hz)</th>
<th>Modal damp. $\zeta_r \times 10^3$</th>
<th>Modal mass $m_r \text{ kg.s}^2/\text{cm}$</th>
<th>Modal stiffness $k_r \times 10^{-4} \text{ kg/cm}$</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>7.23</td>
<td>15.380</td>
<td>0.560</td>
<td>0.116</td>
<td>First torsional mode</td>
</tr>
<tr>
<td>2</td>
<td>17.53</td>
<td>1.281</td>
<td>9.438</td>
<td>11.500</td>
<td>First side bending mode</td>
</tr>
<tr>
<td>3</td>
<td>24.36</td>
<td>2.581</td>
<td>1.380</td>
<td>3.206</td>
<td>First vertical bending mode</td>
</tr>
<tr>
<td>4</td>
<td>31.22</td>
<td>4.959</td>
<td>2.057</td>
<td>7.915</td>
<td>Torsional and side bending mode</td>
</tr>
<tr>
<td>5</td>
<td>34.98</td>
<td>4.673</td>
<td>1.202</td>
<td>0.805</td>
<td>Left side bending mode</td>
</tr>
<tr>
<td>6</td>
<td>36.60</td>
<td>2.982</td>
<td>1.446</td>
<td>7.646</td>
<td>Second torsional mode</td>
</tr>
<tr>
<td>7</td>
<td>60.62</td>
<td>4.926</td>
<td>1.334</td>
<td>19.340</td>
<td>Third bending mode</td>
</tr>
<tr>
<td>8</td>
<td>82.10</td>
<td>3.043</td>
<td>1.397</td>
<td>13.970</td>
<td>Third torsional mode</td>
</tr>
</tbody>
</table>

Figures 13.6 and 13.7 show the first torsional mode shape and the first bending mode shape of the chassis.

13.3 Modal analysis of a lathe

The main objective of modal testing and analysis of a lathe was to provide experimental data for improving its dynamic performance and for optimizing future design. Dynamic performance of a lathe impacts directly on the precision, surface quality and efficiency of the machine during operation. Modal testing and analysis can serve as an ideal tool in studying the dynamic performance of a lathe. Modal testing can be carried out when the lathe is idle or when it is in operation. The former is easy to conduct but the results are not truly reflective of the dynamic performance of the machine. A lathe in operation experiences several cutting forces, some being periodic and some random. These forces excite the lathe to vibrate. The vibration of a lathe can be forced or self-
excited. The latter is mainly responsible for poor quality of cutting. A lathe with good dynamic performance minimizes forced vibration and eliminates self-excited vibration (chattering).

A lathe is a highly nonlinear structure. Using modal testing to study it will result in linearized modal data of the lathe which are useful to assess mainly qualitatively, and, quantitatively to some extent, its dynamic performance. The modal testing was conducted when the lathe was in operation. The excitation of the lathe was generated from a non-contact electric magnetic exciter installed on the tool carriage to simulate the cutting force. When connected, this exciter simulated the cutting force. The excitation signal was a pseudo random signal shown in Figure 13.8 together with its auto-correlation and auto-spectrum density function. A pseudo random signal can minimize energy leakage in the signal processing and is easily generated numerically. The response of the lathe was measured by accelerometers located at 70 measurement points covering three translational directions.

![Figure 13.8](image.png)

During the test, the operating lathe did not have feeding motion. The exciter replaced the cutting tool. A rigid workpiece was used so that no vibration was generated from the workpiece to excite the lathe. Table 13.2 shows the modal data of the lathe under idle and operational conditions. The notable difference in modal damping is attributed to the surface friction and damping inside bearings.

<table>
<thead>
<tr>
<th>Mode number</th>
<th>Natural frequency (Hz)</th>
<th>Modal damping</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Operational</td>
<td>Idle</td>
</tr>
<tr>
<td>1</td>
<td>34.95</td>
<td>32.89</td>
</tr>
<tr>
<td>2</td>
<td>42.50</td>
<td>44.37</td>
</tr>
<tr>
<td>3</td>
<td>90.34</td>
<td>85.73</td>
</tr>
<tr>
<td>4</td>
<td>154.50</td>
<td>155.38</td>
</tr>
<tr>
<td>5</td>
<td>198.37</td>
<td>193.84</td>
</tr>
<tr>
<td>6</td>
<td>288.38</td>
<td>286.61</td>
</tr>
</tbody>
</table>

For comparison, a sweep sinusoidal signal was also used on the electrical magnetic exciter. The modal data obtained from this excitation were derived from the measure FRF data and are shown in Table 13.3.

The modal analysis of the measured FRF data also revealed the nature of the first six vibration modes of the lathe. They are summarized in Table 13.4.
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Table 13.3 Modal data of the lathe using sinusoidal excitation

<table>
<thead>
<tr>
<th>Mode number</th>
<th>Natural frequency (Hz)</th>
<th>Modal damping</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Operational</td>
<td>Idle</td>
</tr>
<tr>
<td>1</td>
<td>34.37</td>
<td>35.99</td>
</tr>
<tr>
<td>2</td>
<td>42.90</td>
<td>45.96</td>
</tr>
<tr>
<td>3</td>
<td>89.22</td>
<td>85.15</td>
</tr>
<tr>
<td>4</td>
<td>154.89</td>
<td>154.81</td>
</tr>
<tr>
<td>5</td>
<td>198.17</td>
<td>197.41</td>
</tr>
<tr>
<td>6</td>
<td>284.83</td>
<td>284.46</td>
</tr>
</tbody>
</table>

Table 13.4 Vibration modes of the lathe

<table>
<thead>
<tr>
<th>Mode number</th>
<th>Natural frequency (Hz)</th>
<th>Description of vibration mode shape</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>34.92</td>
<td>First vertical bending mode for the lathe bed. The tailstock and tool carriage move with the lathe bed back and forth.</td>
</tr>
<tr>
<td>2</td>
<td>42.50</td>
<td>First torsional mode for the lathe bed. The tailstock moves with the lathe bed. Headstock vibrates along the feeding direction.</td>
</tr>
<tr>
<td>3</td>
<td>96.34</td>
<td>First horizontal bending mode for the lathe bed. The headstock moves back and forth.</td>
</tr>
<tr>
<td>4</td>
<td>154.50</td>
<td>Second horizontal bending mode for the lathe bed. The headstock rotates on the horizontal plane.</td>
</tr>
<tr>
<td>5</td>
<td>198.87</td>
<td>Second horizontal bending mode for the lathe bed. The tool carriage moves out of phase with the workpiece.</td>
</tr>
<tr>
<td>6</td>
<td>288.38</td>
<td>The tool carriage moves back and forth. The chuck shows significant torsion.</td>
</tr>
</tbody>
</table>

13.4 Modal analysis of a shaper

A modal testing and analysis was carried out on a shaper. The excitations used were random and impact excitation, respectively. Figure 13.9 shows the measurement set-up.

![Figure 13.9 Measurement set-up for modal testing of a shaper](image-url)
The frequency range for the random excitation was selected as 0–500 Hz to cover the main modal activities of the machine. The excitation force was located at the box table of the shaper. A triaxial accelerometer was used at different locations to acquire the responses. When impact excitation was used, the hammer excited the shaper at various locations alternately and response was measured at a fixed location. A hard lead hammer head was used. The frequency range was chiefly 0–600 Hz. The test was conducted with the ram rail being 0.3 m, 0.5 m and 0.7 m, respectively.

Table 13.5 shows the natural frequencies and damping ratios of the first three modes of the machine are shown in Figure 13.10. The test was conducted when the machine was idle.

**Table 13.5** The first three identified vibration modes of the shaper

<table>
<thead>
<tr>
<th>Mode number</th>
<th>Random excitation</th>
<th>Impact excitation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \omega_r ) Hz</td>
<td>( \zeta_r ) %</td>
</tr>
<tr>
<td>1</td>
<td>48.41</td>
<td>3.06</td>
</tr>
<tr>
<td>2</td>
<td>78.24</td>
<td>1.96</td>
</tr>
<tr>
<td>3</td>
<td>113.59</td>
<td>1.65</td>
</tr>
</tbody>
</table>

**Figure 13.10** First two mode shapes of the shaper

13.5 Modal analysis of a combustion locomotive structure

A combustion locomotive has a dimension of 15 m \( \times \) 3 m \( \times \) 2 m and weighs about 20 tonnes. It is made of welded steel parts. A modal testing and analysis was conducted to extract the modal data of the locomotive structure in order to provide information for modifying it. The excitation method was a random impact. This method produces a series of irregular impacts on the structure. Such excitation enables more energy to be inputted into the structure. It produces an excitation time signal with dispersed peaks. Figure 13.11 shows the time history of a random impact signal and its power spectrum. A typical acceleration response of the random impact from the locomotive structure is shown in Figure 13.12.
The modal testing was carried out in four steps. In step one, a coarse finite element model of the locomotive structure was created. The analysis of this model provided an estimate of the natural frequencies and an insight into the modal density of the structure. In step two, trial impact excitation and measurement was conducted. The objective was to determine the favourite excitation condition for measurement and to locate the optimal measurement sites. Step three of the testing was to conduct the full measurement. The locomotive structure was laid on an elastically supported platform. Altogether there were 120 measurement points. The responses were recorded by a triaxial accelerometer. Both excitation and response signals were recorded on a tape for analysis.

Figure 13.13 shows a typical measured FRF curve and the coherence function. An SDoF frequency domain modal analysis method was used to analyse the recorded FRF data. Modal data of the first seven identified vibration modes are shown in Table 13.6.

The results of modal analysis made available vital experimental data for improving the dynamic characteristics of the locomotive structure. For example, the excessive vibration experienced in the driver’s apartment was attributed to the combined effect of the bending and torsional vibration modes below 25.25 Hz and the rigid body modes. This provided a basis for vibration reduction of the driver’s seat. In addition, excessive vibration was observed from the side panel at the front. This is detrimental to the fatigue life of the suspension system. Subsequent stiffness enhancement was introduced to the structure to rectify the problem.
13.6 Modal analysis of a power generator

A tidal power station was equipped with a 500 kW hydraulic generator installed within a steel shell structure. The turbine of the generator has four blades. The designed operating speed is 118 rev/min. The whole generator and shell structure is compact and bulky. Traditional external force excitation cannot provide sufficient energy to induce vibration to a significant extent. Instead, the vibration responses at designated locations were measured and time domain modal analysis was used to derive modal data of the structure. The analysis was based on the ARMA($p,q$) time series model, as introduced in Chapter 2.

Figure 13.14 shows the diagram of the generator assembly. Altogether 11 locations (marked as ∇ in the figure) were selected for recording vibration responses. Among them, point 1 was located at the top of the bearing pillow block of the first electric motor to observe the vertical vibration of the motor-bearing system. Point 10 was located at the bottom to observe the coupling motion between the shell structure and the armature–bearing system. Points 4 and 9 were located at the top of the bearing pillow block and gear train of the second motor. Point 7 was at the casing of the rear bearing stand. Point 11 was positioned at the entrance chamber of the turbine to record the vibration of the shell structure at the vicinity of the turbine. All responses were measured using accelerometers and recorded on a multi-channel tape recorder.

Table 13.7 shows the time series analysis results from data measured at points 1 and 10, respectively. The results from measurement point 1 reflected the dynamic properties of the armature–bearing–bearing stand assembly. Results from point 10 are indicative of the dynamics of the shell structure. The coupling between the rotor–bearing–bearing stand assembly and the shell structure is also shown in the table.
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The flood relief gate of a dam is a flat and multi-layer plate structure. During operation, it is often partially open to control the rate of water relief. The flowing water inevitably impacts on the gate and excites its vibration. If the vibration becomes excessive, the gate risks dramatic reduction of its fatigue life and safety of the operation is in jeopardy. Against this background, a modal testing was conducted in order to investigate the dynamic characteristics of the gate and to predict dynamic response during operation.

The dimension of the flood relief hole is $13.0 \times 12.0$ m$^2$. The maximum flow rate is 800 m$^3$/sec. The dimension of the gate is $13.7 \times 12.5$ m$^2$. The designed static loading of the gate is 1000 tonnes. The gate is an assembly of three plates in cascade, each being an elastic beam. The gate weighs 70 tonnes and sits in a groove operated

![Figure 13.14 The diagram of the generator assembly](image)

Table 13.7 Modal analysis results of data measured from points 1 and 10

<table>
<thead>
<tr>
<th>Time series order No.</th>
<th>Point 1</th>
<th>Point 10</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Natural frequency $\omega_r$ Hz</td>
<td>Modal damping $\zeta_r$</td>
</tr>
<tr>
<td>1</td>
<td>3.30</td>
<td>0.0840</td>
</tr>
<tr>
<td>2</td>
<td>6.60</td>
<td>0.0239</td>
</tr>
<tr>
<td>3</td>
<td>0.0297</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>57.07</td>
<td>0.0138</td>
</tr>
<tr>
<td>5</td>
<td>74.50</td>
<td>0.0075</td>
</tr>
<tr>
<td>6</td>
<td>79.99</td>
<td>0.0037</td>
</tr>
<tr>
<td>7</td>
<td>88.81</td>
<td>0.0087</td>
</tr>
<tr>
<td>8</td>
<td>96.50</td>
<td>0.0105</td>
</tr>
<tr>
<td>9</td>
<td>113.39</td>
<td>0.0431</td>
</tr>
<tr>
<td>10</td>
<td>175.21</td>
<td>0.0250</td>
</tr>
<tr>
<td>11</td>
<td>213.32</td>
<td>0.0021</td>
</tr>
</tbody>
</table>

13.7 Modal analysis of a flat flood gate

The flood relief gate of a dam is a flat and multi-layer plate structure. During operation, it is often partially open to control the rate of water relief. The flowing water inevitably impacts on the gate and excites its vibration. If the vibration becomes excessive, the gate risks dramatic reduction of its fatigue life and safety of the operation is in jeopardy. Against this background, a modal testing was conducted in order to investigate the dynamic characteristics of the gate and to predict dynamic response during operation.

The dimension of the flood relief hole is $13.0 \times 12.0$ m$^2$. The maximum flow rate is 800 m$^3$/sec. The dimension of the gate is $13.7 \times 12.5$ m$^2$. The designed static loading of the gate is 1000 tonnes. The gate is an assembly of three plates in cascade, each being an elastic beam. The gate weighs 70 tonnes and sits in a groove operated
by two lifters which weigh 100 tonnes each. Figure 13.15 shows the diagram of the gate.

The investigation commenced with an experiment to determine the hydraulics of the gate. This was to ascertain the dynamic loading and excitation frequencies the gate has to experience during operation. Eleven pressure sensors were distributed on the gate (as shown in Figure 13.15). Water pressure under different working conditions was recorded and plotted. Figure 13.16 shows a typical water pressure measured by a sensor. Spectral and statistical analyses were carried out on the measured pressure data. Figure 13.17 shows the power spectrum of a pressure signal. Figure 13.18

**Figure 13.15** The diagram of the flood relief gate and pressure sensor locations

**Figure 13.16** A typical water pressure measured by a sensor

**Figure 13.17** Power spectrum of a pressure signal
Modal Analysis shows its probability density curve. It was found that the water pressure load is a stationary random process with zero average. It follows a normal distribution. The frequencies of the transient water load is largely below 1.5 Hz. The triple of the standard deviation of the dynamic load \((3\sigma)\) is below 90 tonnes, which is smaller than the one-tenth of the designed static load threshold.

The next step was to conduct modal testing. The experiment was carried out on a replica of the real gate, one-tenth of the original size. All material properties and installation were the same as the original. The replica was installed at a small reservoir. The natural frequency of the replica is ten times as great as that of the real gate.

Due to the symmetry of both the structure and load, only those symmetrical vibration modes are of interest. A total number of 84 measurements were selected, 28 for each plate on the gate. All measurement points were distributed on the stiffeners to avoid local flexibility.

![Figure 13.18 Probability density curve of a water pressure signal](image1)

**Figure 13.18** Probability density curve of a water pressure signal

![Figure 13.19 The first two mode shapes of the gate with and without water](image2)

**Figure 13.19** The first two mode shapes of the gate with and without water
Simple sinusoidal sweep was used to excite the structure. The experiment was carried out when the reservoir was empty and full. Table 13.8 shows the modal data of the first three vibration modes (converted to the original gate). The mode shapes are given in Figure 13.19.

Table 13.8 Modal data of the first three modes

| Modal data | Empty reservoir | | Full reservoir | |
|---|---|---|---|---|---|
| \( f_r \), Hz | 16.6 | 19.6 | 20.0 | 5.3 | 10.4 | 12.8 |
| \( 2\zeta_r \) | 0.03 | 0.026 | 0.036 | 0.039 | 0.045 | 0.055 |
| \( K_r \), t/cm | 110.9 | 154.6 | 161.0 | 11.3 | 43.5 | 65.9 |

The natural frequencies of the gate when the reservoir was full are generally lower than those when it was empty. The damping ratios for the former are greater. These are due to the effect of water. Nevertheless, the damping ratios in both cases are reasonably small. The mode shapes are different in these two cases. This reflects the coupling between the gate and water, and the nonlinear effect generated from the supporting mechanisms.

The modal testing and analysis results show that the natural frequencies of the gate are greater than the frequency of the transient water load (which is about 1.5 Hz). Such dynamic properties of the gate are ideal.

### 13.8 Modal analysis used for stability diagnosis

Pad bearing is often used on machines with a high rotating speed such as compressors and turbines. For a long time, rotors supported by pad bearings are regarded as stable and free of self-excitation. As the rotating speed and operating power increase, self-excitation could occur to cause excessive structural vibration. Theoretically, this type of excitation is caused by gas flow and can be attributed to the skew-symmetric coupling terms in the system matrix. When the rotor of a gas turbine is sealed, the periodic motion of the rotor causes a periodic change of the gap between the rotor and the sealing cubicle. The atmospheric pressure within the sealing cubicle varies accordingly. The total pressure can be separated into a normal pressure component and a tangential pressure component. The latter, being in the same direction of the rotor’s rotation, has the potential to cause self-excitation. A critical parameter in the study of the self-excitation, and therefore the stability, of a rotor system is the ‘system damping’. It is the real part of the system eigenvalues.

Modal analysis can be used to identify the damping of a rotor system to assist the stability study. When the machine is not operating, external excitation (sinusoidal, random or impact) can be applied and the damping can be identified from measured FRF data. If the rotor is in operation, vibration responses can be acquired and damping extracted using time domain modal analysis methods.

Figure 13.20 shows a rotor rig for stability study. The rotor is supported at each
end by a pad bearing. There are two discs on the rotor. The pad bearing is shown in Figure 13.21. The five pads can be tilted to adjust slight angle changes.

**Figure 13.20** Test rig for stability study of a rotor system

Figure 13.22 shows the test diagram. The measured vibration signal was analysed to extract the impulse response. Subsequently, the Ibrahim time domain method was used to identify the damping ratios of the rotor system. The test speed was set to 1000, 1500 and 2000 rev/min. The sealing air pressures were 0, 0.25, 0.5, 1.0, 1.5 and $2.0 \times 10^5$ Pa. The gravity load of the bearing was 2.54 kg.

According to the stability theory, the more damping, the more stable the rotor system is. When the system damping experiences a dramatic decrease or the value varies significantly, the rotor system may become unstable. Table 13.9 shows the system damping (real part of the eigenvalue) and modal damping from modal analysis.

Figure 13.23 shows the power spectrum of the system’s impulse response.

This study led to the following conclusion. The damping of the rotor system varies as the air pressure changes. By studying the modal damping of the first mode of the
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In the case of a rotor system with different air pressure, we can reach a qualitative conclusion on the stability of the system. Figure 13.24 shows the impulse responses at zero air pressure and when pressure is $1.5 \times 10^5$ Pa. As the air pressure increases, the free decay rate slows down and the system stability deteriorates.

**Figure 13.22** Test diagram for a rotor system

**Table 13.9** Modal analysis results of the pad bearing

<table>
<thead>
<tr>
<th>Sealing air pressure $\times 10^5$ Pa</th>
<th>0.0</th>
<th>0.50</th>
<th>1.00</th>
<th>1.25</th>
<th>1.50</th>
<th>2.00</th>
</tr>
</thead>
<tbody>
<tr>
<td>X direction</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>System damping $\sigma$</td>
<td>13.11</td>
<td>8.063</td>
<td>8.398</td>
<td>7.933</td>
<td>7.219</td>
<td>6.923</td>
</tr>
<tr>
<td>Damping ratio $\zeta$</td>
<td>0.320</td>
<td>0.171</td>
<td>0.182</td>
<td>0.169</td>
<td>0.154</td>
<td>0.148</td>
</tr>
<tr>
<td>Damped nat. freq. $\omega_d$</td>
<td>46.72</td>
<td>47.03</td>
<td>46.21</td>
<td>46.76</td>
<td>46.73</td>
<td>46.79</td>
</tr>
<tr>
<td>Y direction</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>System damping $\sigma$</td>
<td>15.08</td>
<td>16.80</td>
<td>16.61</td>
<td>7.421</td>
<td>8.349</td>
<td>11.52</td>
</tr>
<tr>
<td>Damping ratio $\zeta$</td>
<td>0.324</td>
<td>0.345</td>
<td>0.343</td>
<td>0.155</td>
<td>0.175</td>
<td>0.243</td>
</tr>
<tr>
<td>Damped nat. freq. $\omega_d$</td>
<td>46.51</td>
<td>48.71</td>
<td>48.40</td>
<td>47.74</td>
<td>47.58</td>
<td>47.33</td>
</tr>
</tbody>
</table>

**Figure 13.23** Power spectrum of the rotor system’s impulse response
13.9 Modal analysis used for stump quality check

Concrete stump forms the foundation for high building, bridges, nuclear plants and many other structures. The significance of its quality cannot be overstated. Once the concrete is poured and set, the quality check of the deeply buried stumps is a formidable task. One engineering practice is to take 2% of total stumps as samples (by using stump pullers) and conduct a static loading test. This method could be costly and the reliability of the outcome is questionable.

A method based on modal testing can assist in checking the quality of stumps. This method uses an impact excitation to measure the power spectrum and FRF data from the top of the stump and analyse the stump quality and loading ability from the measured data. A hammer is used to produce an impulse input to the stump. By analysing the force signal and the acceleration response, we can derive the accelerance of the stump. From the amplitude and phase information of the accelerance, we can derive the quality of the stump. Figure 13.25 shows the measurement set-up of modal testing of a stump.

![Figure 13.25 Measurement set-up for modal testing of a stump](image)

The theory used in this application is simple. From vibration theory of continuous systems, we know that the natural frequency of a free–fixed stump is given as:

$$f_n = \frac{2n - 1}{4L} c_0$$  \hspace{1cm} (13.1)

Here, $L$ is the total length and $c_0$ is the wave propagation velocity along the stump. Likewise, the natural frequency of a fixed–fixed stump is given as:
We also know that

\[ c_0 = \sqrt[2]{\frac{E}{\rho}} \]  

(13.3)

Here, \( E \) is the elasticity modulus and \( \rho \) is the mass density of the stump. In both boundary condition cases, we find that the difference between two consecutive natural frequencies is:

\[ \Delta f = \frac{c_0}{4L} \]  

(13.4)

This frequency difference is a constant for a uniform stump. From the measured natural frequency difference, we can estimate the wave propagation velocity:

\[ c_0 = 4L\Delta f \]  

(13.5)

For a uniform stump, we can expect the velocity to be within a range 2800 m/s to 3000 m/s. If the estimated velocity falls outside this range, the stump is susceptible to quality problems. Conversely, from the expected velocity, we can estimate the effective stump length using equation (13.5). If it is shorter than the nominal length, it is indicative of the possible position of a crack on the stump.

Another parameter useful for stump quality check is the geometrical average of the mobility function:

\[ h = \sqrt{h_{\text{max}} h_{\text{min}}} \]  

(13.6)

Here, \( h_{\text{max}} \) is the average peak value of the mobility and \( h_{\text{min}} \) is its average trough value. This value can be compared with the theoretical mobility average \( h_T \) which is given by:

\[ h_T = \frac{1}{\rho c_0 A} \]  

(13.7)
Here, \( A \) is the cross-sectional area. The difference between the results from these two equations is used to determine the quality of the stump materials.

The first example, Figure 13.27, shows the mobility curve of a stump 3.5 metres long with a cross-sectional area of \( 150 \times 150 \text{ mm}^2 \). The mobility shows equally spaced natural frequencies. The frequency difference is about 410 Hz. The wave propagation velocity can be estimated to be 2870 m/s. This is within the expected range. Thus, this stump is of a good quality.

![Figure 13.27 Mobility FRF of a 3.5 metre long stump](image)

The second example is a stump 9 metres long with a diameter of 650 mm. The measured mobility FRF is shown in Figure 13.28.

![Figure 13.28 Mobility FRF of a 9 metre long stump](image)

From the frequency difference of 180 Hz, the wave velocity is estimated to be 3240 m/s. This indicates that the stump is not uniform throughout its length. The first peak of 360 Hz signals a potential problem at 4.1 metres from the top. This is found to coincide with the crack introduced at 4 metres.

13.10 Modal analysis of ancient bronze bell

This application shows an example of using modal analysis to help to design and manufacture a bronze bell which preserves the acoustic characteristics of the ancient
Chinese bronze bell. The manufacture of bronze bells in ancient China is more a craft than a science. This, however, did not prevent past craftsmen from making acoustically brilliant bronze bells. Some of them survived centuries of wars and turmoil. They provide the opportunity to study bronze bells using modal testing and analysis. The quality of a bell depends on its structural vibration and its properties to propagate sound. Ancient bronze bells in China are renowned for having rich acoustic texture, being able to propagate far and possessing a distinct beating sound. To revive these characteristics in today’s manufacture of metal bells, we need to understand the dynamics of ancient bronze bells. Modal testing and analysis has been used in this quest. The objective of this study was to design a bronze bell for a temple in Hawaii that could recapture the brilliance of ancient bells.

The first step of the investigation was to test a number of existing ancient bells. The bronze bell in the Longhua Temple in Shanghai was one of them. Figure 13.29 shows the bell. Figure 13.30 presents the sound spectrum of the bell. It was found that the fundamental frequency of the bell was 122 Hz. Within 1000 Hz, the bell exhibited plenty of clearly defined modal activities. From the sound spectra of a few bells, it was decided that the fundamental frequency was designed as 100 Hz.

![The bronze bell in the Longhua Temple in Shanghai](image)

**Figure 13.29** The bronze bell in the Longhua Temple in Shanghai

The initial geometrical design of the bell was based on knowledge and artistic consideration. Subsequently, a finite element analysis was carried out to derive the modal properties of the designed bell. The bell was 1.70 metres tall with the maximum diameter of 1.10 metres. The thickness increases from the bottom to the top. Figure 13.31 shows the FE model of the designed bell and the manufactured product.
Due to the axial symmetry of the shape, it can be expected that vibration modes will occur in pairs. Table 13.10 shows the first four natural frequencies of the designed bell. The slight non-symmetry of a bell is responsible for splitting a pair of identical natural frequencies and causing the beating sound.

![Figure 13.30](image1.png)

**Figure 13.30** The sound spectrum of the bronze bell in the Longhua Temple

![Figure 13.31](image2.png)

**Figure 13.31** (a) The FE model of the designed bell, (b) the manufactured bell

<table>
<thead>
<tr>
<th>Mode</th>
<th>Frequency Hz</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>18.24</td>
</tr>
<tr>
<td>2</td>
<td>18.24</td>
</tr>
<tr>
<td>3</td>
<td>134.5</td>
</tr>
<tr>
<td>4</td>
<td>135.0</td>
</tr>
</tbody>
</table>

The next phase of FE analysis was to introduce on the bell model the decorations such as small Buddhist carvings and study their effects on the acoustics, especially on
the beating sound. These decorations are additional masses in the FE model. Table 13.11 shows the analysis results. When the bell is completely axial symmetrical (not feasible in reality), there is no beating frequency. The presence of a slight non-symmetry by a Buddhist carving induced beating. By selectively using decorations, we can control the beating frequencies. For example, increasing mass (by adding Buddhist carvings) at anti-nodal points of low frequency modes helps to enhance beating frequencies. Decreasing mass at anti-nodal points of high frequency modes can achieve the same outcome.

Table 13.11 FE analysis results of the bell model with slight asymmetry

<table>
<thead>
<tr>
<th>Modes</th>
<th>Axial symmetrical bell</th>
<th>Bell with rim</th>
<th>Bell with one Buddhist carving</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lower beating frequency Hz</td>
<td>194.6</td>
<td>134.5</td>
<td>194.7</td>
</tr>
<tr>
<td>Higher beating frequency Hz</td>
<td>194.6</td>
<td>135.0</td>
<td>195.2</td>
</tr>
<tr>
<td>Beating frequency Hz</td>
<td>0</td>
<td>0.5</td>
<td>0.5</td>
</tr>
</tbody>
</table>

The fundamental frequency of the bell was calculated by FE analysis as 134.5 Hz. This did meet the target of 100 Hz. To modify the design more effectively, sensitivity analysis was carried out to determine possible locations for change. The FE model was then adjusted with both mass and stiffness changes according to the sensitivities.

After the design was finalized, the bell was manufactured. Modal testing was then used to study and verify the dynamic characteristics of the bell. Hammer test, single-input random and multi-input random excitations were used in the test. Figure 13.32 shows a typical accelerance FRF of the bell.

Figure 13.32 A typical FRF of the bronze bell

Figure 13.33 shows the spectrum of the sound. It bears a striking resemblance to the FRF curve. This suggests the intrinsic correlation between the structural dynamics and the acoustics of the bell.
The beating of the bell was also tested. Figures 13.35 and 13.36 show the measured beating signal of the bell and its spectrum. This confirms that the designed asymmetry has produced the expected beating phenomenon.

![Sound spectrum of the bronze bell](image)

**Figure 13.33** A typical sound spectrum of the bronze bell

The circumferential mode shape corresponding to the designed fundamental frequency of 100 Hz is shown in Figure 13.34. It has four nodal points. Theoretically, this mode is not the fundamental mode for a circular structure. It is actually the third vibration one. However, the first two modes require much greater energy to vibrate and, therefore, are not sustainable in reality.

![Mode shapes](image)

**Figure 13.34** The circumferential mode shape of the bronze bell

The beating of the bell was also tested. Figures 13.35 and 13.36 show the measured beating signal of the bell and its spectrum. This confirms that the designed asymmetry has produced the expected beating phenomenon.

![Beating signal](image)

**Figure 13.35** The measured beating signal of the bronze bell
Applications of modal analysis on real structures

Figure 13.57 shows the sound spectrum of the bell at zero second and after 60 seconds. The beating signal based on the fundamental frequency has shown a remarkable longevity.

Figure 13.36 The spectrum of the beating signal

To determine the free decay of the vibration modes, the instantaneous spectrum of the impulse response was observed. Figure 13.37 shows the instantaneous sound spectrum and the spectrum after 20 seconds. It is evident that the designed frequency is the most lasting one.

Figure 13.37 The instantaneous sound spectrum of the bronze bell

13.11 Modal analysis of bus roll cage structure for optimum rollover design

Improvement of vehicle stability and crashworthiness to reduce rollover and to provide increased occupant protection in the event of rollover requires that the effects of design parameters on vehicle rollover propensity be thoroughly understood. Improvement of rollover characteristics of buses currently requires extensive
experimentation and considerable resources associated with rollover destruction of experimental bus structures. The developmental process of a bus roll cage structure relies on computer modelling and simulation for efficient outcomes. This process, however, requires verification and sometimes additional information which the process itself cannot provide.

Modal analysis lends much needed assistance to the study of the bus roll cage structure. It can be used to identify the dynamic characteristics of the structure which can be used as the basis for verifying the analytical model. It can also provide correct damping information which modelling itself is incapable of supplying. The case study in this section shows the application of modal analysis in the modelling and testing of a standard roll cage structure which has been designed and manufactured to suit typical two axle single deck bus constructions used for route, school or charter bus services. Figure 13.38 shows the structure. It weighs 846 kg. It has eight front–rear beams and nine left–right inverse U-shaped frames.

FE modelling of the bus frame was carried out. The FE model shown in Figure 13.39 consists of 260 3-D beams. A grounded condition of support has been simulated by constraining the model at each floor stool. Figure 13.40 shows the first and third mode shapes of the bus frame obtained through this analysis.

The role of modal analysis in this study was to determine the structural dynamic characteristics of the standard bus frame with its rollover protection cage. The information would be used to verify the finite element model of the structure and provide the correct modal damping information for it. The results would be stored for future use to identify appropriate structural modification strategies by relating those dynamic characteristics to the design parameters with respect to the desired vehicle stability.

The roll cage structure is welded to the remaining parts of the bus. Due to the relative rigidity of bus chassis and flexibility of the cage structure, it was believed
that the grounded boundary conditions for the cage structure were appropriate. The structure was therefore cemented on a concrete floor at each floor stool. This resembled the operational condition of the structure and it was consistent with the condition used in computer modelling. Figure 13.41 shows the boundary conditions applied.

There were in total 131 points selected for modal testing purposes. They constituted all the crossing points between the floor line and side bracings, and between hoops
and side bracings. For these points, the main interest was the vibration at $y$ (up and down) direction. In addition, the crossing points of the roof and the roof beams with hoops and door openings were selected. For points on the roof, vibration at the $z$ (fore and aft) direction was of the main concern.

The structure was excited by an impact hammer which provided sufficient excitation force for the cage structure. A dual channel analyser was used to acquire frequency response function data from the measurement. Figure 13.42 shows the measurement set-up.

The response point was selected after a trial-and-error attempt. Impact force was then applied in the $y$ direction to points on the sides and the $z$ direction for points on the roof. Figure 13.43 shows the point FRF of this test. Within 40 Hz, there are well-defined modes of the bus frame.
The baseband frequency range of the measurement was selected to be 100 Hz. This included the main modal activities computer modelling had dealt with. The measured FRF data were later processed first using the SDoF analysis method. The MDoF method was then used to process all 154 FRFs. Figure 13.44 shows a typical regenerated FRF after the analysis was carried out.

![Graph showing FRF data](image)

**Figure 13.44** A typical regenerated FRF after the analysis

Table 13.12 shows the natural frequencies of the first five modes analysed. All mode shapes have been saved as real modes. The results show very good correlation except for mode 5 of the finite element model which has displayed elements of rigid body motion. Table 13.13 shows the modal data of the first five modes from measured FRF data.

<table>
<thead>
<tr>
<th>Mode No.</th>
<th>Natural frequency (Hz)</th>
<th>Mode type</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>7.664</td>
<td>First bending</td>
</tr>
<tr>
<td>2</td>
<td>9.096</td>
<td>Second bending</td>
</tr>
<tr>
<td>3</td>
<td>10.915</td>
<td>Third bending</td>
</tr>
<tr>
<td>4</td>
<td>13.338</td>
<td>Roof</td>
</tr>
<tr>
<td>5</td>
<td>17.180</td>
<td>Roof and bending</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Mode No.</th>
<th>Natural frequency (Hz)</th>
<th>Damping loss factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>8.14</td>
<td>0.043</td>
</tr>
<tr>
<td>2</td>
<td>9.35</td>
<td>0.030</td>
</tr>
<tr>
<td>3</td>
<td>11.03</td>
<td>0.017</td>
</tr>
<tr>
<td>4</td>
<td>13.44</td>
<td>0.043</td>
</tr>
<tr>
<td>5</td>
<td>17.16</td>
<td>0.017</td>
</tr>
</tbody>
</table>

The natural frequencies from the FE modelling and modal testing reconcile with a satisfactory error range. The difference between the experimentally and analytically determined natural frequencies is lower than 10% for the first ten modes. The structure exhibits relatively low damping. This needs to be taken into consideration when
estimating the energy absorption of the structure during rollover or in case of side impact. The data indicate that damping for bending modes is generally less than 5% while damping for roof modes is less than half of that value. This should have a significant effect on the difference in deformation of these components during rollover. In addition, the determined bending modes in the lateral direction of the bus frame indicate an inherent sensitivity of the design to excitation in the lateral direction which has a negative effect on vehicle stability and rollover propensity in general.

These findings will be addressed through structural modification of the bus frame. A strategy could be to conduct initial sensitivity studies. For example, the bus frame can be modified to enable the spreading of the impact deformation over a large distance thus increasing the amount of plastic deformation of the vehicle. The amount of unrecoverable work used to crush the vehicle will be increased, reducing the amount of energy which can contribute to the rolling motion of the vehicle. Also, the structure of the bus can be modified to reduce its vulnerability in the lateral direction and increase the level of damping.
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<td>26</td>
</tr>
<tr>
<td>eigenvalue decomposition</td>
<td>25</td>
</tr>
<tr>
<td>FRF, 106</td>
<td></td>
</tr>
<tr>
<td>LU decomposition</td>
<td>21</td>
</tr>
<tr>
<td>QR decomposition</td>
<td>22</td>
</tr>
<tr>
<td>Shur decomposition</td>
<td>23</td>
</tr>
</tbody>
</table>
Decomposition (Contd.)
  singular value decomposition, 24
  spectrum decomposition, 23
  submatrix decomposition, 23
Decibel scales
Degrees of freedom
Deflection, 77
Delayed sampling, 183
Derivative, derivatives, of
  bilinear form, 30
  matrix, 29
  matrix trace, 31
Different estimates, 149
Diagonalize, 99
Direct problem, 224
Dobson’s method, 171
Double pendulum, 64
Dual channel spectral analysis, 149
Dynamic loading
Dynamic equilibrium, 59
Dynamic stiffness, 81
Dynamic stiffness matrix, 100–101, 128

Eigenvalue decomposition, 25
Eigenvalue problem, 26
Elasticity modulus, 234, 273
Elemental matrices, 234, 235
Energy approach, 57
Euclidian norm, 14
Excitation forces, 147
Excitation:
  ambient, 188
  Hammer, 142
  impact, 148
  pseudo random, 148
  random, 148
  shaker, 142
  sinusoidal, 147
Excitation frequency, 224
Excitation mechanism, 141

Fast Fourier transform, 10
Feedback, 244
Feedforward, 244
Feeding motion, 261
Finite element model, FE model, 4, 264, 275, 276, 280
Fixing a natural frequency, 237
Fixing a resonance, 236
Fixing an anti-resonance, 236
Flood gate, 266
Force identification, 6

Force response prediction, 5
Force transducer, 141, 144
Forced normal modes, 136
Fourier series, 9, 37
Fourier transform, 37
Free-free boundary condition, 258
Free vibration, 50
Frequency incompleteness, 152
Frequency response analyser, 258, 262
Frequency response function, 79, 80, 100, (FRF):
  accelerance, 80
  mobility, 80
  receptance, 80
Frobenius norm, 14
FRF:
  different estimates of, 149
  display of, 81–88, 103–104, 130–136
  point, 101
  other forms of, 107
  special characteristics of, 155
  transfer, 101

Gaussian elimination, 16, 19
Generalized coordinates, 58
Generalized damping, 125
Generalized mass, 60, 98
Generalized stiffness, 62, 98
Generalized velocity, 60
Generalized δ-rule, 345
Generator assembly, 265, 266

Half point points, 163
Hammer excitation, 142
Harmonic response, 116
Harmonic vibration, 52
Headstock, 262
Hebb rule, 244
Hidden layer, 244
Hopfield network, 245

Impulse response, 220, 271
Impulse response function, 180
In situ, 145
Incomplete data, 116
Incompleteness, 152
Infinitesimal, 57
Initial assessment, 153
Initial conditions, 67, 76
Input layer, 244
Input matrix, 42
Input vector, 42
Interconnection, 242
Inverse:
  of a real matrix, 18
  of a complex matrix, 19
  pseudo, 20
Inverse Laplace transform, 36
Inverse problem, 224
ITD, 182–187

Kinetic energy, 59
Kronecker vector, 113

Lagrangian, 63
Lagrange’s equation, 62
Laplace transform, 35
Lathe, 260
Layer:
  hidden, 244
  input, 244
  multi-, 244
  output, 244
Least-squares method, 33, 170
Length, 234
Lightly damped structures, 176
Linear regression model, 45
Linear simultaneous equations, 15
Linearity, 93, 154
Local structural modification, 224, 231
Longitudinal vibration, 73
LR algorithm, 27
LR method, 27
LU decomposition, 21
Lumped system, 228, 230

Mass density, 234, 273
Mass line, 90
Mass normalized modes, 104, 105, 128
Mass normalized mode shapes
Mathematical model, 5, 49, 212
Matrix:
  complex, 20
derivatives, 29
determinant, 13
eigenvalue, 26
hermitian, 23
inversion, 18
lower triangular, 21
norm, 14
perturbation, 31
rank, 15
similarity, 15
trace, 13
transformation, 213
upper triangular, 19
MDoF, 94
Measurement set-up, 141, 142
Mechanical impedance, 81
Membranes, 68
Method, methods:
  ARMA time series, 191
circle fit, 164
Dobson’s, 171
eigensystem realization algorithm, 217
ibrahim time domain (ITD), 182
least-squares, 170
least-squares time domain, 181
least-squares complex exponential, 193
inverse FRF, 168
MDoF, 174
peak picking, 163
random decrement, 188
rational fraction polynomials, 174
SDoF, 162
time domain global, 212
MIMO, 147, 162, 198
Minima, 118
Minimum realization, 218
Mobility, 80
Modal analysis, 2
Modal constant, 108
Modal damping, 124
Modal mass, 98
Modal data, 119
Modal model, 105
Modal stiffness, 98
Modal testing, 3
Mode shape, 56
Modelling, 49
Modal analysis methods (see also
method, methods)
frequency domain, 159
time domain, 180
Modification:
  local structural, 224
  mass, 228
  stiffness, 230
  structural, 5, 224
Mounting, 143
Multiple coherence, 203

Natural frequency, 51
Neural network, 241
Neural network model, 242
Neuron, 242, 243
Neutralization, 238
Index

Nodal lines, 71
Nodal point, 224
Noise and vibration harshness (NVH), 7
Noise reduction, 8
Non-proportional, 125–128
Non-singular, 16
Non-trivial solution, 237
Non-unique solution, 16
Nonlinear changes, 235
Nonlinear system identification, 248
Norm, 14
Normal modes, 94
NVH, 7

Observability, 220
Optimization, 236
Ordinary coherence, 201
Orthogonality, 72, 97, 112–116
Orthogonality properties, 97, 112–116
Output error, 244
Output equation, 42
Output layer, 244
Output matrix, 42
Output vector, 42
Overestimator, 150

Pad bearing, 269
Parallel model, 250
Partial coherence, 202
Partial differential equations, 38
Partial fraction expansion, 34
Peak FRF value, 163
Peak picking method, 164
Pendulum, 50
Perturbation, 31
Phase delay, 248
Physical elements, 224
Physical interpretation, 102
Physical parameter changes, 233
Perturbation, 31
Piezoelectric, 144
Plot:
  amplitude-phase, 82, 130
dynamic stiffness, 86, 134
linear-log, 83
log-log, 88, 103, 130
Nyquist, 85, 133
real and imaginary, 84, 132
Pole-zero cancellation, 238
Poles, 40
Polynomial function, 40
Poly-reference, 209
Point FRF, 101
Potential energy, 61
Power amplifier, 141
Power generator, 265
Power spectrum, 271
Pressure sensor, 267
Principle modes, 94
Probability density, 268
Proportional damping, 123
Pseudo inverse, 20
Pseudo random, 148
Quadratic mass change, 235
Quadruple bending stiffness change, 235
QR decomposition, 22
QR method, 27
Random decrement, 188
Rank deficient, 15
Rational fraction polynomials, 174
Reanalysis, 225
Receptance, 80
Receptance FRF matrix, 101
Receptance matrix, 100–101, 128
Reciprocal modal vector, 113
Reciprocity, 101, 154
Repeatability, 154
Residue, 34
Residues, 81
Response model, 105
Response prediction, 6
Response segments, 188
Rod, 73
Rollover, 280
Rotors, 269
Rotor-bearing, 265
Rubber springs, 257
S form, 243
Scaling factor, 235
Self-regulated learning, 245
Self-excitation, 269
Seismic mass, 144
Sensitivity analysis, 5
Series-parallel model, 250
Shaker, 141
Shaper, 262
Shear force, 77
Shur decomposition, 23
Signal conditioner, 141
Signal generator, 141
Signoid function, 243
Simulated annealing, 245
Simulation diagram, 42
Singular value decomposition, 24
Single-degree-of-freedom (SDoF) system, 50
Sound spectrum, 275, 279
Spatial data, 118
Spatial incompleteness, 152
Spectral analysis, 43
Spectrum decomposition, 23
Stability, 269, 279
Stability diagnosis, 269
Standard deviation, 268
Static neural network, 250
State equations, 41
State-space, 40
State-space equation, 41, 218
State-space model, 40, 41
State-space transformation, 235
State-space vector, 235
State variables, 41, 218
State vector, 42
Stationary random process, 268
Steepest decent method, 245
Stiffness line, 90
Structural modification, 5, 224, 230, 233
Structure, preparation, 145–147
Stump quality check, 272
Substructure coupling, 6
Subframe, 7
Submatrix, 124
Submatrix decomposition, 23
Sweep sinusoidal excitation, 261
System equation, 42
System identification, 241, 242
Tailstock, 262
Tapped delay line (TDL), 248
Three dimensional plot, 82
Threshold form, 243
Time response, 135
Time series analysis, 43
Tool carriage, 262
Topological structure, 243
Topology, 242
Torsional mode, 260
Transfer FRF, 101
Transfer function, 35, 42, 55
Transformation matrix, 213
Transverse vibration, 75
Triaxial accelerometer, 263
Troubleshooting, 4
Turbine, 265
Underestimator, 150
Unique solution, 16
Unit rank modification, 227
Variable separation method, 38
Vector diagram, 54
Vibrating string, 66
Vibration:
  basic concept, 49
  free, 50
  harmonic, 52
  longitudinal, 73
  transverse, 68, 75
Wiener filter, 218
Virtual displacement, 58
Virtual work, 57
Virtual work principle, 58
Wave propagation, 272
Weighted least squares method, 33
Weightings, 244
Weights, 243
Z-transform, 47
Zeros, 40
δ-rule, 245